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Abstract—Applying the code division multiple access (CDMA) techniques, we propose an efficient medium access control (MAC) protocol with single-transceiver for wireless ad hoc networks. Our protocol adopts the time-division method to solve the near-far power control problem inherently associated with the CDMA-based networks. In particular, employing the variable ad-hoc traffic indication messages (ATIM) window to properly determine the required transmission power for data packets, our scheme enables the interference-limited simultaneous transmissions to achieve the high utilization of the limited/precious bandwidth in wireless networks. In addition, our scheme requires only one transceiver per node, which reduces the hardware costs for large scale wireless networks. Using the Markov-chain techniques, we develop an analytical model to evaluate the aggregate throughput under our protocol. Both the analytical and simulation results show that our protocol can improve the network throughput significantly as compared with other existing schemes.
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I. INTRODUCTION

WIRELESS AD HOC networks have received growing attention in the past a few years. The interest in such networks stems from their ability to provide a temporary wireless networks capability in scenarios where fixed infrastructures are lacking or unavailable (e.g., disaster recoveries and battlefields, etc.). One of the fundamental challenges in wireless ad hoc networks is how to design a medium access control (MAC) protocol to increase the overall network throughput and fully utilize the limited wireless resources (e.g., bandwidth, batteries, etc.). Code division multiple access (CDMA) based MAC is one of the most effective schemes to improve the network throughput because the CDMA techniques enable multiple communicating pairs with the distinct pseudo-random-noise (PN) codes to simultaneously exchange data and occupy the same channel bandwidth. Due to this advantage, CDMA has been chosen as the channel access control technology in the third generation (3G) cellular systems.

The authors of [1] showed that in such systems, CDMA can increase the capacity to up to 6 times compared with TDMA or FDMA-based schemes. In addition, by transmitting spread spectrum signals, CDMA-based communication systems are very effective in tackling signal degradation, multipath fading, and jamming interference.

However, employing CDMA-based MAC for wireless ad hoc networks imposes many new problems. Particularly, in wireless ad hoc networks with the absence of centralized control (e.g., a basestation or an access point), both the CDMA code assignment and inherent near-far problem (see Section II-B) become more challenging to cope with. The CDMA code assignment protocols are used to assign distinct CDMA codes to different communicating pairs, which are usually classified into the following four types. (1) The receiver-based protocols let the transmitter use the code of the intended receiver to spread the packets, with an idle node constantly monitoring its own code. (2) The transmitter-based protocols require every node to be assigned a distinct transmitter-based code. The transmitter sends its data on its own code. The receiver must monitor that transmitter-based code at the same time in order to despread the received signal and recover the data. (3) The pairwise-based protocols assign the distinct CDMA codes to different pairs of nodes. The transmitter will look up a code assignment table to find out the code to communicate with a specific receiver. (4) The session-based protocols dynamically assign the distinct codes to the active sessions for the ongoing packets. Theses protocols have their own targeted applications. However, for the large scale networks having more nodes than available CDMA codes, the dynamical reuse of the CDMA codes becomes necessary, which can only be supported by the session-based code-assignment schemes. Several session-based code-assignment schemes [2], [3], [4] were proposed, where the general rules are to assign the codes to nodes such that all neighbors of a node have different codes. Under appropriate code and transmission power assignments, the session-based protocols can guarantee the collision-free transmissions. Thus, our scheme in this paper will focus on the protocols using the session-based code-assignment scheme.

To solve the near-far problem of the CDMA signal interferences caused by the nearby co-existing multiple communicating pairs, the protocol must have a mechanism to allow the senders to negotiate on the transmission codes and power with the intended receivers in the rendezvous, which is separated from where data exchange occurs, either in time or frequency domain. In the time-division based schemes, time axis is divided into cycles consisting of negotiation periods and data exchange periods. During the negotiation phases, every node must stop the data exchange and tune its transceiver to the common channel with same frequency and CDMA code. The transmitter reserves the CDMA code for data transmission by exchanging control packets with the intended receiver. The
other nodes can also update the code assignment information by overhearing the control packets. One unique feature with the time-division method is that each node only needs one set of transceivers. One example of the time-division CDMA-based MAC protocol is the Common-Transmitter-Based (C-T) protocol [5], where the control packets include only the transmitter’s code and the receiver’s address. Because the negotiation period only lasts for the fixed transmission time of one control packet, the transmitters cannot get any feedback from the receivers. Thus, the transmitter sends data in the data exchange periods regardless the receivers tune their transceivers to the transmitters’ codes, resulting in the low throughput and inefficient utilization of resources.

In the frequency-division based schemes, the available bandwidth is typically divided into the control channel and data channel. Each node is typically equipped with at least two sets of transceivers: one always monitors the control channel, while the other(s) tuning to the data channel with different CDMA codes. The schemes proposed in [6] and [7] are examples of the frequency-division CDMA-based protocol, where one transceiver listens to the control channel and the other to the data channel. In addition to the time-division and frequency-division based schemes, authors of [8] proposed a scheme, where the control packets can be transmitted with a dedicated CDMA code. In particular, all idle nodes monitor the dedicated CDMA code for any arriving control packets. After the successful negotiation on the CDMA code, the transmitter and the receiver tune their transceivers to the negotiated code to exchange data. While the schemes in [8] need only one set of transceiver per node, it cannot effectively solve the near-far problem. This is because any node may corrupt its neighbors’ ongoing data exchange since it cannot continuously monitor the control channel to avoid the severe interference with its neighbors.

To overcome the aforementioned problems, we propose the single-transceiver CDMA-based MAC protocol which uses the session-based CDMA code assignments approach and the time-division based scheme to cope with the near-far problem. Specifically, we divide time into ad-hoc traffic indication messages (ATIM) window and data window. Based on the number of active nodes, all nodes dynamically estimate the length of the ATIM window, which is used to negotiate the CDMA codes using the session-based CDMA code assignments and the transmission power for the data exchange in the data window. Using the channel access control mechanism in our protocol, the communicating pairs select the appropriate power levels such that the new transmission does not interfere the nearby existing communicating pairs. Both the simulation and analytical results show that our proposed scheme with variable ATIM windows can significantly improve the throughput, as compared to the fixed ATIM window counterparts.

The rest of this paper is organized as follows. Section II briefly describes IEEE 802.11 power saving mode (PSM) and the near-far problem in CDMA systems. Section III develops our CDMA-based single-transceiver MAC protocol. Section IV derives the Markov chain model to analyze proposed protocol. Section V evaluates our protocol through numerical and simulation solutions. The paper concludes with Section VI.

II. POWER MANAGEMENT FOR MAC PROTOCOLS

A. IEEE 802.11 Power Saving Mechanism (PSM)

We briefly describe IEEE 802.11 PSM to explain how the ATIM window works. A node in the network can save energy by going into the sleep mode, in which the node consumes much less energy than in the idle mode. It is desirable for a node to enter the sleep mode only when there is no need for communications. The IEEE 802.11 PSM conducts the power management by using the ATIM window. Time axis is divided into beacon intervals, and each node in the network is synchronized by periodic beacon transmissions. Thus, all nodes in the network can enter and leave each beacon interval at about the same time.

At the start of each beacon interval, there exists an interval called the ATIM window, where each node is required to stay awake. If a node, e.g., A, has buffered packets targeted to another node, say B, it sends an ATIM frame to node B during the ATIM window. When node B receives this packet, it replies by sending an ACK to node A. Both nodes A and B then stay awake for that entire beacon interval. If any node has not sent or received any ATIM frames during the entire ATIM windows, it enters the sleep mode until the next beacon arrives. One of the most important issues in IEEE 802.11 PSM is how to design the size of ATIM window. A large size of ATIM window leads to a long delay and low throughput, while a small size of ATIM window may result that the nodes do not have sufficient time to finish the exchange of ATIM/ACK frames. Dynamically adjusting the ATIM window size according to the number of active nodes is an effective approach to solve ATIM window control problem [11] [12].

B. Near-Far Problem in CDMA-Based MAC

CDMA is based on the spread spectrum techniques, where each user occupies the entire available bandwidth. At the transmitter, a digital signal of R bandwidth is spread using a PN code of W bandwidth. The ratio of R/W is called processing gain. The PN code is a binary sequence that statistically satisfies the requirement of a random sequence. The intended receiver can use the identical PN code to despread the received signal, which is conceived as background noise by the other unintended receivers with different PN codes. The near-far problem stems from the fact that unlike FDMA and TDMA channels which can be completely orthogonal, CDMA codes suffer from nonzero cross-correlation between codes [14]. When a CDMA receiver despreads a received signal, it calculates the cross-correlation between the signal and a locally generated PN sequence. If this PN sequence is identical to the one used to spread the signal at the transmitter (i.e., the message is intended to this receiver), the cross-correlation calculations restore the original information data. Otherwise, the receiver considers that the received signal is noise and neglects the signal.

In this paper, we consider the asynchronous direct sequence with binary phase shift keying (DS/BPSK) system with rectangular chip pulse. The noise at the receiver detector is due to the interference from the other nodes and a constant background noise with power spectral density $N_0/2$. Denote the signal to interference and noise ratio (SINR) at the detector by
of phase 1 and phase 2. Specifically, the phase 1 of ATIM window is fixed and divided into $M$ slots. The CMVAW protocol uses phase 1 to estimate the number of active buffered-nodes that attempt to start transmission in the following data window. Each active node randomly chooses a slot to transmit the active signal. The nodes keep on sensing in the phase 1, then count the number of busy slots to estimate the number of active nodes based on the estimation algorithm (see Section III-B). According to the estimation of the number of active nodes, the nodes decide the length of phase 2. If the nodes sense one of the slot in phase 1 busy, they will be awake in the coming phase 2. Otherwise, the phase 2 will be skipped and the nodes enter the data window directly.

Phase 2 is designed for the negotiation of CDMA codes and transmission power, which is achieved by the exchange of the ATIM/ACK frames. All the nodes in phase 2 tune their transceivers to the common code so that they can hear each other. The active nodes contend for sending the ATIM frames. Upon receiving the ATIM frame, the destination node sends ACK/NACK frame to inform the sender whether it can correctly receive data packets without interfering the current ongoing data exchanges. At the end of phase 2, the nodes, which are allowed to transmit or receive, use the negotiated CDMA codes to exchange data within the data window. At the same time, the other nodes enter the sleep mode until the next ATIM beacon arrives.

On the other hand, in the CMFAW protocol the time axis is also periodically divided into beacon intervals which consists of ATIM windows and data windows. The difference between CMFAW and CMVAW protocols is that the length of the ATIM window under CMFAW is fixed, regardless of the number of the active nodes. Thus, the length of the beacon interval is fixed under CMFAW. The operating process of the codes and power negotiation as well as the data exchange under CMFAW protocol is similar to those in the CMVAW protocol, except that the CMFAW protocol does not need to estimate the number of active nodes.

B. The Estimation of the Number of Active Nodes

We divide the phase 1 of ATIM window into $M$ slots. The length of each slot is $\sigma$, which is long enough to determine if the channel is active or not. If a node has buffered packets in
be expressed as follows:

\[
\Pr\{M_o = m | N_a = n\} = (Q^n)_{(0,m)},
\]

(2)

where

\[
Q = \begin{bmatrix}
0 & 1 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
0 & \frac{1}{M} & \cdots & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \frac{1}{M^{i-1}} & M^{-i} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & \frac{1}{M} & 0 \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 1
\end{bmatrix}_{(M+1) \times (M+1)}
\]

is an \((M+1) \times (M+1)\) upper bidiagonal matrix, and \(X_{(i,j)}\) represents the element in the position of row \(i\), column \(j\) of matrix \(X\). Appendix A details the derivation for \(\Pr\{M_o = m | N_a = n\}\). Let \(m^{(t)}\) be the observed number of busy slots and \(\hat{p}_{N_a}^{(t)}\) be the estimated probability mass function (pmf) of the number of active nodes at the end of phase 1 of ATIM window in the \(t\)-th beacon interval. According to the Bayes’ Theorem, we get:

\[
\Pr\{N_a = n | M_o = m^{(t)}\} = \frac{\Pr\{N_a = n, M_o = m^{(t)}\}}{\sum_{n_a=0}^{N_a} \Pr\{M_o = m^{(t)} | N_a = n_a\} \hat{p}_{N_a}^{(t)}} = \frac{\Pr\{M_o = m^{(t)} | N_a = n\} \hat{p}_{N_a}^{(t)}}{\sum_{n_a=0}^{N_a} \Pr\{M_o = m^{(t)} | N_a = n_a\} \hat{p}_{N_a}^{(t)}},
\]

(3)

where \(\Pr\{N_a = n | M_o = m^{(t)}\}\) is the likelihood function. The estimated number of active nodes, denoted by \(\hat{N}_a\), can be obtained through the maximum a posteriori (MAP) estimation, i.e.,

\[
\hat{N}_a^{(t)} = \arg \max_{m^{(t)} \leq N_a \leq N} \Pr\{N_a = n | M_o = m^{(t)}\}
\]

(4)

We can use a simple auto regressive (AR) model to update the \(\hat{p}_{N_a}^{(t)}\) as

\[
\hat{p}_{N_a}^{(t+1)} = \begin{cases} 
(1 - \delta)\hat{p}_{N_a}^{(t)} + \delta, & \text{if } n = \hat{N}_a^{(t)}, \\
(1 - \delta)\hat{p}_{N_a}^{(t)}, & \text{otherwise},
\end{cases}
\]

(5)

where \(\delta > 0\). Clearly, the larger the value of \(M\), the more accuracy the estimation. However, increasing \(M\) can cause higher overhead because the interval of phase 1 of ATIM window will last longer. There is a tradeoff between the accuracy and overhead. Fortunately, the time slot, denoted by \(\sigma\), can be set to a very small value (e.g., the time slot in IEEE 802.11 DSSS is 20\(\mu\)s), which is enough to determine if the slot is active or not. Let \(N\) be the total number of nodes in the system. Based on the extensive simulation experiments (which we omit for lack of space), we observe that \(M = 2N\) is enough to get a highly-accurate estimated number of the active nodes. Thus, the interval length for phase 1 of ATIM window, denoted by \(T_1\), can be written as:

\[T_1 = M\sigma = 2N\sigma.\]

(6)

C. Variable Length of ATIM Windows

Based on the estimated number \(N_a\) of active nodes that transmit ATIM frames in phase 2 of ATIM window, the length of phase 2 of ATIM window in CMVAW protocol can be adjusted dynamically. In CMVAW, the active nodes adopt \(p\)-persistent carrier sense multiple access (CSMA) algorithm to send ATIM/ACK packets to reserve CDMA codes and to negotiate the transmission power. Let \(\sigma, T_{suc}, \text{ and } T_{coll}\) be the time slot, successful transmission time, and failure transmission time, respectively. We can calculate \(T_{suc}\) and \(T_{coll}\) by using the following equations:

\[
\begin{align*}
T_{suc} &= ATIM + SIFS + ACK + DIFS \\
T_{coll} &= ATIM + DIFS.
\end{align*}
\]

(7)

In the \(p\)-persistent CSMA, the probability, denoted by \(P_{idle}\), that the channel is idle is \((1 - p)N_a\). The probability, denoted by \(P_{suc}\), that a node successfully transmits an ATIM frame can be determined by \(N_a p (1 - p)^{N_a-1}\). The probability, denoted by \(P_{coll}\), that the collision occurs is equal to \((1 - P_{idle} - P_{suc})\). Therefore, the average time used for a successful transmission can be expressed as

\[
T(p, N_a) = \frac{\sigma P_{idle} + T_{suc} P_{suc} + T_{coll} P_{coll}}{P_{suc}}.
\]

(8)

Let \(p^*\) be the optimal transmission probability which minimizes \(T(p, \hat{N}_a)\). The value of \(p^*\) can be calculated off line and stored in the memory of each node. After estimating the number \(\hat{N}_a\) of active nodes following the phase 1 of ATIM window, the nodes load the corresponding \(T(p^*, \hat{N}_a)\). Then, the nodes can adjust the optimal interval length for phase 2 of ATIM window by using

\[
T_2(\hat{N}_a) = \min \left\{ \hat{N}_a, u_{max} \right\} - 1 \sum_{n=0}^{\min \left\{ \hat{N}_a, u_{max} \right\} - 1} T(p^*, \hat{N}_a - n),
\]

(9)

where \(u_{max}\) is the predetermined maximum number of nodes which can successfully transmit in phase 2 of ATIM window, and \(\kappa\) is an adjusting parameter. Clearly, \(T_2(\hat{N}_a)\) is a monotonously increasing function of \(\hat{N}_a\).

D. The Channel Access Control Mechanism

During phase 2 of ATIM window, each node in both CMVAW and CMFAW protocols tunes its receiver to the common code and monitor the channel. The negotiation is achieved by the exchange of ATIM and ACK frames. First, these packets
allow nodes to estimate the channel gains between communicating pairs. Second, a receiver \( j \) can use the ACK frames to inform its neighbors of the additional interference which each neighbor can add to receiver \( j \) without interfering its current communication. Finally, each node keeps on overhearing all control packets during the ATIM window to update the number of ongoing data transmissions. All the control frames such as ATIM, ACK, and NACK are transmitted at the maximum transmission power, denoted by \( P_{\text{max}} \).

The pseudo code for our proposed protocols to select the CDMA codes and transmission power is listed in Algorithm 1 as follows:

**Algorithm 1** Code for the channel access control mechanism in phase 2 of ATIM window.

1. **Sender** \( i \):
   1. Compute \( P_{\text{mstp}}^{(i)} \) based on Eq. (10).
   2. Contend in the phase 2 of ATIM window to transmit ATIM frame.
   3. Listen on the channel until timeout or receiving replies.
   4. If receive an ACK frame, exchange data pkt with the receiver-selected code in data window.
   5. Else receive a NACK frame.
   6. Go to sleep mode in data window.
   7. Else, compute \( \Delta(k) \) by using Eq. (12).
   8. Send an ACK frame including \( \Delta(k) \) and CDMA code.
   9. Exchange data pkt with the CDMA code in data window.
   10. Else send a negative ACK frame.

2. **Neighbor** \( k \):
   1. If receive an ATIM frame, compute \( \tilde{\gamma}(k) \) by using Eq. (12).
   2. If \( \tilde{\gamma}(k) < \gamma_{\text{th}} \), send out a negative ACK frame.
   3. If receive an ACK frame from node \( j \), exchange data pkt with the CDMA code in data window.
   4. Else update the available CDMA codes list.

If sender \( i \) has buffered packets targeted to node \( j \), it will notify \( j \) by sending an ATIM frame. Let \( \mathcal{V}(i) \) be the set of \( i \)'s neighbors which will receive data in the coming data window, and node \( k \) be one of such neighbors (i.e., \( k \in \mathcal{V}(i) \)). By overhearing the control frames, node \( i \) knows the interference margin (\( \Delta(k) \)) of node \( k \), and the channel gain \( P_{\text{mstp}}^{(i)} \) between \( i \) and \( k \). Here, the interference margin represents the maximum interference that a receiving node can tolerate. Clearly, in order not to interfere any receiving neighbors, the maximum safe transmission power, denoted by \( P_{\text{mstp}}^{(i)} \), of node \( i \) can be derived as

\[
P_{\text{mstp}}^{(i)} = \min \left\{ P_{\text{max}}^{(i)}, \min_{k \in \mathcal{V}(i)} \left[ \frac{\Delta(k)}{|\mathcal{V}(i)|} \right] \right\},
\]

where \( |\mathcal{V}(i)| \) implies the number elements of \( \mathcal{V}(i) \). The factor of \( 1/|\mathcal{V}(i)| \) in Eq. (10) is to prevent one single node from consuming the entire \( \Delta(k) \). The value of \( P_{\text{mstp}}^{(i)} \) is stored in the two-byte field of the ATIM frame, as shown in Fig. 2.

Upon receiving the ATIM frame, the intended receiver \( j \) uses the predetermined \( P_{\text{max}} \) value and the power of the received signal \( P_{r}^{(i,j)} \) to estimate the channel gain \( G_{i,j} = P_{r}^{(i,j)}/P_{\text{max}} \) between sender \( i \) and receiver \( j \) at that time. Then, it checks if \( P_{\text{mstp}} \) satisfies the minimum required SINR, denoted by \( \gamma_{\text{th}} \). Manipulating Eq. (1) algebraically, we can obtain the interference margin, denoted by \( \Delta(j) \), of node \( j \) as

\[
\Delta(j) = \frac{3L}{2} \left( \frac{P_{\text{mstp}} G_{i,j}}{\gamma_{\text{th}}} - N_0 \right) - Y(j),
\]

where \( Y(j) \) is the total interference by other senders. If \( \Delta(j) \) is greater than 0, the receiver replies by sending an ACK frame (see Fig. 2) including \( \Delta(j) \) and selected CDMA code to node \( i \). Otherwise, the node \( j \) replies by sending an NACK frame to inform node \( i \) that the maximum safe transmission power of \( i \) is not enough for correct data decoding.

While the destination \( j \) receives the ATIM frame, the neighbor \( k \) also can overhear it. The purpose of overhearing is to ensure that the neighbor’s new transmission does not interfere its data communication in the coming data window. In particular, it calculates the SINR of the scenario where the sender \( i \) transmits packets in the coming data window by using

\[
\tilde{\gamma}(k) = \left[ \frac{2(Y(k) + P_{\text{mstp}}^{(k)} G_{i,k})}{3LP_{r}^{(k)}} + \frac{1}{\gamma_{\text{th}}} \right]^{-1},
\]

where \( P_{r}^{(k)} \) is the intended receiving signal power in the data window. If \( \tilde{\gamma}(k) \) is less than the minimum required SINR (\( \gamma_{\text{th}} \)), it will transmit an NACK frame to sender \( i \), which will block the data exchange between node \( i \) and node \( j \) to ensure the successful data transmission of itself.

**IV. Protocol Modeling**

To make the model tractable, we do not consider the power control issue in the protocol modeling. In other words, the interference margin for every node is large enough to tolerate the interference caused by their neighbors’ transmissions. This is reasonable if we adopt a large processing gain. Recalling the example of DS/DBPSK system in Section II-B, if all the transmissions are received at a particular receiver with equal power, then the number of possible communicating pairs is about 300 for the coded case.

For both CMVAW and CMFAW protocols, there are five sets of nodes in the \( t \)-th beacon interval, denoted by \( L_{t}, G_{t}, \mathcal{R}_{t}, \mathcal{I}_{t}, \) and \( D_{t} \), respectively, as shown in Fig. 3. Particularly,
\( L_t \) is the set of nodes that are in sleep mode during the data window. \( C_t \) is the set of nodes that exchange data during the data window. \( R_t \) is the set of nodes that are ready to transmit or receive data at the beginning of the ATIM window. \( I_t \) is the set of nodes that are idle during the ATIM window. \( D_t \) is the set of nodes that have buffered data packets and contend for transmitting ATIM frames during the ATIM window. As shown in Fig. 3, The set of \( R_t \) includes two parts: i) all the nodes of \( L_{t-1} \), and ii) a fraction of \( C_{t-1} \) nodes that finish the data transmission. We assume that each \( R_t \) node generates a packet at the beginning of ATIM window with probability \( \lambda \). The destination address of the generated packet is arbitrarily chosen among all the nodes. The nodes that generate packets (i.e., \( D_t \)) contend for the right of transmission in data window. If a \( D_t \) node successfully transmits an ATIM frame and receives an ACK from the destination within the ATIM window, then it can exchange data packets in the coming data window.

We assume that the data packet length, denoted by \( L \), in terms of data window size follows the geometrical distribution, i.e., the probability that a data packet has length \( \ell \) is

\[
Pr\{L = \ell\} = \mu(1 - \mu)^{\ell-1}.
\]

(13)

It will take \( \ell \) data-windows to complete the transmission of a data packet with a length of \( \ell \). If we denote the data transmission rate by \( R_d \) and the data window size by \( T_3 \), then the average packet length in the unit of byte is \( \overline{L} = T_3R_d/\mu \).

Because the geometrical distribution is memoryless, each communicating pair in \( C_{t-1} \) finishes the data transmission with probability \( \mu \) at the beginning of the ATIM window in the \( t \)-th beacon interval.

Clearly, at any given beacon interval, the system state at every interval beacon can be characterized by the number of communicating pairs during the corresponding data window (i.e., \( |C|/2 \)). We analyze the proposed protocol by using a discrete-time Markov chain to evaluate the performance of our proposed protocols. A transition in the Markov chain from one state to another occurs if i) at least one communicating pair finishes the data transmission, or (and) ii) at least one communicating pair begins the data transmission.

For convenience, we summarize the key parameters for protocol modeling in Table I. The number \( N' \) of nodes that is ready to transmit or receive at the beginning of the ATIM window can be written as:

\[
N' = |R_t| = N - 2(k - v).
\]

(14)

Because each communicating pair finishes the data transmission with probability \( \mu \), given the number \( k \) of communicating pairs in the \( (t - 1) \)-th beacon interval, the number \( v \) of communicating pairs that become ready at the beginning of \( t \)-th beacon interval follows the binomial distribution, i.e.,

\[
p(v|k) = \binom{k}{v} \mu^v(1 - \mu)^{k-v}.
\]

(15)

Also, the number \( w \) of nodes that is active in the \( t \)-th ATIM window follows the binomial distribution conditioning on \( v \) and \( k \), i.e.,

\[
p(w|k, v) = \binom{N'}{w} \lambda^w(1 - \lambda)^{N' - w}.
\]

(16)

Notice that only the nodes of \( I \) can send the ACK frame when receiving the ATIM frame with their own address. The maximum number, denoted by \( W \), of nodes that can successfully receive ACK frames in phase 2 of ATIM window can be expressed as

\[
W = \min\{w, u_{max}, N' - w\},
\]

(17)

where \( u_{max} \) is the predefined value limiting the length of phase 2 of ATIM window. Because the destination address in the data packet is arbitrary, whether the node, which successfully transmits an ATIM frame, can receive an ACK frame depends on the number of nodes in \( I_t \). Provided that \( i \) active nodes have already successfully received ACK frames, the probability, denoted by \( \alpha_i \), that the \((i + 1)\)-th node also receives an ACK frame from the destination after it successfully sends an ATIM frame can be determined by

\[
\alpha_i = \frac{|I_t| - i}{N - 1} = \frac{N' - w - i}{N - 1},
\]

(18)

where \( 0 \leq i \leq W \). The number of nodes that successfully get the ACK frames from destination nodes can be modeled as a Markov chain, as shown in Fig. 4. Thus, we have the one step
transition probability matrix

\[
\mathbb{A} = \begin{bmatrix} 1 - \alpha_0 & \alpha_0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 1 - \alpha_1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 - \alpha_3 & \alpha_3 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots & 1 - \alpha_W \end{bmatrix}^{(W+1) \times (W+1)}
\]

where \( \mathbb{A} \) is a \((W + 1) \times (W + 1)\) upper bidiagonal matrix. Then, the conditional pmf of \( u \) conditioning on \( k \), \( v \), and \( w \) can be expressed by:

\[
p(u|k, v, w) = (\mathbb{A}^W)|_{(0, u)},
\]

where \( \mathbb{X}(i,j) \) denotes the element located at \( i \)-th row and \( j \)-th column in matrix \( \mathbb{X} \). Since \( u = m - k + v \), we have

\[
p(m|k, v, w) = (\mathbb{A}^W)|_{(0, m-k+v)}.
\]

By removing the conditions on \( v \) and \( w \), the transition probability, denoted by \( \rho_{km} \), from state of \(|C_{t-1}|/2 = k\) to state of \(|C_t|/2 = m\) can be derived as

\[
\rho_{km} = p(m|k) = \sum_{v=0}^{k} p(m|k, v)p(v|k) = \sum_{v=0}^{k} \sum_{w=0}^{N'} p(m|k, v, w)p(w|k, v)p(v|k).
\]

Note that in CMVAV protocol the length \( T_2 \) of phase 2 of ATIM window can be obtained by substituting \( N_a = w \) into Eq. (9). We need to derive the distribution of \( w \) conditioning on \( k \) and \( m \) to calculate the average throughput of CMVAV protocol. After some observations as shown in Appendix B, the conditional pmf \( p(w|k, m) \) of \( w \) conditioning on \( k \) and \( m \) can be determined by

\[
p(w|k, m) = \frac{\rho_{km}}{\sum_{a} p(m|k, v, w)p(w|k, v)p(v|k)}.
\]

To compute the average throughput, we need to know the steady-state probability that corresponds to each state of the Markov chain. After obtaining the transition probabilities by using Eq. (21), we can derive the steady state distribution by using simple matrix algebra based on transition probability matrices. If we denote the probability for steady state of \(|C_t|/2 = k\) by \( \pi_k \), then the average aggregate throughput \( S \) can be written as:

\[
S_{CMVAV} = \sum_{k=0}^{\lfloor N/2 \rfloor} \sum_{m=0}^{\lfloor N/2 \rfloor} \sum_{w=0}^{N} p(k, m, w) R_d T_3 \frac{1}{T_1(N) + T_2(w) + T_3}.
\]

where \( \lfloor x \rfloor \) represents the maximum integer that is not larger than \( x \) and \( R_d \) is the data transmission rate during the data window. Because there is only a fixed-size phase 2 of ATIM window, and no phase 1 of ATIM window for each beacon interval in CMVAV protocol, the average aggregate throughput for the fixed-window protocol can be calculated by:

\[
S_{CMVAV} = \sum_{k=0}^{\lfloor N/2 \rfloor} \sum_{m=0}^{\lfloor N/2 \rfloor} \sum_{w=0}^{N} \pi_k \rho_{km} p(w|k, m) R_d T_3 \frac{1}{T_1(N) + T_2(w) + T_3}.
\]

V. Protocol Evaluations

Based on the discussion in Section IV, we know that the throughputs of our proposed protocols depend on various parameters, such as \( \lambda \), \( \mu \), \( N \), \( u_{max} \), etc. In this section, we study the impact of these parameters on the CMVAV and CMFAW protocols. In the following numerical and simulations evaluations, we set the bandwidth \( B = 40MHz \), the processing gain \( L = 40 \), time slot \( \sigma = 20 \mu s \), and \( T_3 = 8 ms \). The data rate \( R_d = B/L = 1MHz \).

First, we focus on the CMVAV protocols. Fig. 5 shows that the aggregate throughputs vary with the value of \( u_{max} \) under different combinations of \( \lambda \) and \( \mu \) when the number of nodes is 20. Given \( \lambda \) and \( \mu \), each circle in Fig. 5 represents the optimal \( u_{max} \), denoted by \( u_{max}^* \), which is the minimum \( u_{max} \) achieving the highest aggregate throughput. The value of \( u_{max}^* \) varies with different \( \lambda \) and \( \mu \). The aggregate throughput decreases with the increase of \( u_{max} \) when \( u_{max} > u_{max}^* \). All \( u_{max}^* \)’s for different combinations of \( \mu \) and \( \lambda \) are less than 10 because of the following reasons. First, although the larger \( u_{max} \) implies allowing more nodes to transmit successfully in the phase 2 of ATIM window, these nodes receive only NACK instead of ACK because their destination nodes are not ready to receive (i.e., the receivers are also active in the phase 2...
of ATIM window and attempt to transmit). Second, the larger $u_{\text{max}}$ implies the longer phase 2 of ATIM window, resulting in low bandwidth efficiency. We also notice that the aggregate throughput decreases slightly with the increase of $u_{\text{max}}$ when $u_{\text{max}} > u^*$. Thus, we set $u_{\text{max}}$ to be a constant of 10 for the following evaluations when $N = 20$.

Fig. 6 plots that the aggregate throughput against $\lambda$ with different $\mu$'s when $N = 20$. Given $\mu$, we can find an optimal $\lambda^*$ that achieves the maximum throughput. The aggregate throughput increases with $\lambda$ when $\lambda < \lambda^*$, but decreases when $\lambda > \lambda^*$. That is because i) when $\lambda < \lambda^*$, the probability that the nodes attempt to transmit data is small; ii) when $\lambda > \lambda^*$, the probability that the destination node is ready to receive data becomes small and the size of phase 2 of ATIM window increases with the number of active nodes, resulting in the higher overhead for data transmission. Also, when the value of $\lambda$ is fixed, the smaller the value of $\mu$, the higher the aggregate throughput. The reason behind this is that the larger $\mu$ implies that the nodes continue exchanging data packets with larger probability at the next beacon interval, leading to the higher $\pi_k$ when $k$ is large.

Fig. 7 shows the impact of the data window size (i.e., $T_3$) on the aggregate throughput with different $\lambda$'s when the average packet length is fixed at $10^4$ bytes. This is expected by observing Eq. (23). Because the actual data exchange takes place only at data window, the ATIM window can be considered as the overhead. A smaller $T_3$ implies that the overhead incurred by the relatively large ($T_1 + T_2$) becomes larger, leading to the lower aggregate throughput. On the other hand, the beacon interval becomes larger when $T_3$ increases, implying that a node attempting to transmit a data packet has to wait for a longer time.

The number of nodes in the system also has impact on the aggregate throughput. Fig. 8 shows the aggregate throughput against $\lambda$ with $\mu = 1$ when the value of $N$ varies. Under the same $\lambda$, the larger the $N$, the higher the aggregate throughput. In addition, we observe that the aggregate throughput with larger $N$ is more sensitive to $\lambda$ as compared to that with a smaller $N$, especially when $\lambda < 0.2$ or $\lambda > 0.6$.

Then, we compare the CMVAW and CMFAW protocols. Fig. 9 shows the aggregate throughput versus the average data packet length when the CMVAW and CMFAW protocols are used. When the average data packet length is smaller than 800 Kbit, the aggregate throughput achieved by the CMVAW is largest among the schemes. However, when the average data packet length is larger than 800 Kbit, the throughput of CMFAW with $u_{\text{max}} = 1$ is slightly larger than that of CMVAW. This is expected because the large average data packet implies that the data transmission lasts for longer time. There are fewer nodes that need to start the new data transmission and negotiate in the ATIM window. Thus, the longer ATIM window implies the waste of resource, degrading the throughput.

Fig. 10 shows the simulation results and analytical results of the aggregate throughput when CMVAW, CMFAW with $u_{\text{max}} = 1$, and C-T protocols [5] are used. In general, the analytical results agree well with the simulation results. The analytical throughput is a little higher than the throughput obtained through simulations because the analytical model does not take the power control into considerations. As the
number of nodes increases, the advantage of CMVAW in terms of aggregate throughput becomes stronger as compared to the CMFAW protocol and C-T protocol. The aggregate throughput of C-T protocol is worst, because a node may continue data transmission even if the intended receiver is not ready, leading to the low utilization of the bandwidth.

VI. CONCLUSIONS

Considering the near-far problem, we proposed an efficient single-transceiver CDMA-based MAC protocol with variable ATIM window. In our scheme, time axis is divided into repeated beacon intervals, each of which includes an ATIM window and a data window. The nodes estimate the number of active nodes to determine the length of the ATIM window, and then exchange the ATIM/ACK frames in the ATIM window to choose the appropriate CDMA codes and transmission power for data packet transmissions without interfering the nearby existing communicating pairs. We developed an analytical model to investigate the aggregate throughput of the proposed protocols. Both the simulation and analytical results agree well and also show that our CMVAW scheme can improve the aggregate throughput significantly as compared to the CMFAW and the C-T protocol. In terms of hardware implementations, our scheme is also cost-effective for the large scale wireless networks since each node needs only a single transceiver.

APPENDIX

A. The Derivation of Eq. (2)

Let $M$ be the total number of slots and $m$ be the number of observed busy slots. Notice that each node independently chooses a slot with a probability of $1/M$, given the number $n$ of active nodes, then we can use a Markov chain to derive the conditional pmf of $p(m|n)$, denoted by $\Pr\{M_n = m|N_a = n\}$. Note that the probability that a node chooses one of the slots is $1/M$. Then, we depict the Markov chain in Fig. 11, where the number in the circle implies the number of observed active slots at the corresponding state. Based on the Markov chain shown in Fig. 11, we get the transition probability as follows:

$$q_{ij} = \begin{cases} \frac{1}{M}, & i = j, \\ 1 - \frac{i}{M}, & j = i + 1, \\ 0, & \text{otherwise}, \end{cases} \quad (25)$$

where $0 \leq i, j \leq M$. Thus, according to Eq. (25), we can obtain the transition probability matrix, denoted by $Q$, such that $Q^{(i,j)} = q_{ij}$. Note that $Q$ is an $(M+1) \times (M+1)$ upper bidiagonal matrix. The probability that the number of observed active slots is $m$ conditioning on $n$ is equivalent to the $n$-step transition probability from state of $0$-active-slot to state of $m$-active-slot. Therefore, $\Pr\{M_n = m|N_a = n\} = p(m|n)$ can be expressed as

$$\Pr\{M_n = m|N_a = n\} = p(m|n) = (Q^n)_{(0,m)}, \quad (26)$$

which is Eq. (2).

B. The Derivation of Eq. (22)

According to Bayes’ Theorem, $p(w|k, m)$ can be expressed as:

$$p(w|k, m) = \frac{p(k, m, w)}{p(k, m)} = \frac{p(w|k)p(m|k, w)}{p(m|k)}. \quad (27)$$

where $p(m|k)$ is known as the transition probability, but $p(w|k)$ and $p(m|k, w)$ are unknown. Further, $p(m|k, w)$ in Eq. (27) can be derived as

$$p(m|k, w) = \sum vp(m|k, w, v)p(v|k, w)$$

$$= \sum vp(m|k, w)p(w|k, v)p(v|k)$$

$$= \sum vp(m|k, w)p(w|k)p(v|k)$$

$$= \sum vp(m|k, w, v)p(w|k, v)p(v|k). \quad (28)$$
Substituting Eq. (28) into Eq. (27), we obtain
\[
p(w|k, m) = \frac{\sum_v p(m|k, w, v)p(w|k, v)p(v|k)}{p(m|k)}
\]
(29)
which is Eq. (22).
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