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Abstract—A number of recently reported CMOS line receivers and downconversion mixers are based on sampling. A key component in these designs is the NMOS sampling switch. It can sample a very high bandwidth signal, several GHz for a 0.8-μm transistor. We present an expression for the aperture time for an NMOS switch when the input has low swing. The switch can, under this condition, be modeled as a device that determines a weighted average over time of the input signal. The weight function is derived. The aperture time function shows that the maximum theoretical time resolution for a switch in 0.8-μm standard CMOS is 21 ps (~48 Gb/s). SPICE simulations agree with the theory. Transient two-dimensional (2-D) device simulations do not contradict the predicted results. Experiments on a switch made in a 0.8-μm standard CMOS process show successful sampling of every thirty-second bit of a 5-Gb/s data stream.

Index Terms—Aperture time, CMOS integrated circuits, high-speed integrated circuits, sample and hold circuits.

I. INTRODUCTION

The maximum tracking speed of an NMOS transistor is high for low swing signals, since both the channel-resistance and the capacitive load can be made small. If the transistor is cut off fast, either high-speed data can be sampled and demultiplexed, or fast analog, e.g., RF, signals can be sampled. Some publications show measured results on receivers/demultiplexers based on parallel sampling which receives low-swing data at speeds up to 3.0 Gb/s in CMOS [1], [2] and NMOS [3]. And measurements on CMOS downconversion mixers up to 1.5 GHz have been reported in [4] and [5].

One of the speed limiting factors of the sampling receiver and downconversion mixer is the time resolution of the sampling switch. In this paper we present an expression of the aperture time of an NMOS switch, Fig. 1. The aperture time is the width of the sampling operation. The expression shows the time resolution limit and the tradeoff possibilities between the design variables when designing for a specific time resolution.

We use the following terminology for some of the properties of a sample-and-hold circuit, Fig. 2. We show in Section II that a sample is a weighted average of the input signal for an NMOS switch. The weight function is the sampling function (SF). The width of the most significant part of the SF is the aperture time (or aperture window width). The aperture delay is the time elapsed from the sampling edge of the clock to the actual moment when the sample is taken, i.e., the middle of the aperture window. (The aperture delay is called aperture time in some literature.) We relate the aperture time to the maximum bit rate under the condition of no aperture jitter or aperture uncertainty which is the uncertainty of the sampling moment. These definitions is based on the terminology in [6]–[10].

The organization of this paper is as follows. In Section II the derivation of the aperture time for the NMOS sampling switch is presented. In Section III the expression is compared to circuit simulations. The expression is used to predict the maximum time resolution for a standard CMOS process in Section IV, and the result is checked with transient two-dimensional (2-D) device simulations. In Section V, experiments on a previously reported CMOS line receiver [2] are presented.

II. THEORETICAL STUDY OF TIME RESOLUTION

Two characteristics of the sampling switch and the operation of it are of importance for the time resolution. First, the
tracking speed of the switch must be fast in order to let the output follow the input, second, the transition-time from tracking to hold must be fast enough to utilize the tracking speed. The aim of this derivation is to get an expression of the aperture time that includes both these characteristics. The derivations shown are for NMOS transistors but are easily adapted to PMOS transistors.

A. RC Time

The tracking speed of an NMOS transistor depends on the RC time. When the NMOS transistor is in nonsaturation, the large signal drain current is given by [11]

\[
i_D = \frac{\beta}{2} \left[2(\nu_{GS} - V_T)\nu_{DS} - \nu_{DS}^2\right]
\]  

(1)

where \(\beta\) is the device transconductance, \(\nu_{GS}\) is the large-signal gate-source voltage, \(V_T\) is the threshold voltage, and \(\nu_{DS}\) is the large-signal drain-source voltage. From the derivative of (1) we get the small-signal channel resistance

\[
R = \frac{\partial \nu_{DS}}{\partial i_D} = \frac{1}{k'(W - 2\Delta W)/L - 2\Delta L(\nu_{GS} - V_T - \nu_{DS})}
\]  

\[2\]

The transistor size is given by the width \(W\) and length \(L\), and \(k'\) is the process transconductance. The parameters \(\Delta W\) and \(\Delta L\) are the width and length lateral diffusion constants. The relationship between device and process transconductance is

\[
\beta = k'(W - 2\Delta W)/(L - 2\Delta L).
\]

To attain a small resistance \(\nu_{DS}\) and \(\nu_{GS}\) should be low (low-swing signals). For the expressions of the capacitance \(C\), see Appendix A.

B. Sampling Function

Intuitively, one can assume that a MOS switch can be modeled as a device that determines a weighted-average over time of the input signal and adds some dc offset. The weight-function is the SF. The Fourier transform of the SF gives the frequency response of the switch [10]. The dc offset is caused by feedthrough of gate-voltage slopes to the drain.

We will now derive an expression of the output of an NMOS transistor used as a switch. From this expression we identify the SF. In the derivation we assume that the drain-source voltage is small and that there is no clock feedthrough. Small drain-source voltage is no major limitation since low swing is used. No clock feedthrough is harder to motivate, but we will see in Section III-B that the associated errors are reasonable.

The circuit of interest is shown in Fig. 1. The gate voltage is assumed to have a linear slope as shown in Fig. 3. The load capacitor \(C\) is given by (A1) in Appendix A. Since we have assumed low swing and no clock feedthrough, the load capacitance will be constant. The device transconductance is calculated with effective transistor length and width. The threshold voltage is given by

\[
V_T = V_{TD} + \gamma\left(\sqrt{2|\psi_F| + \nu_{SB}} - \sqrt{2|\psi_F|}\right)
\]

\[3\]

where \(V_{TD}\) is the zero bias threshold voltage, \(\gamma\) is the body factor, \(2|\psi_F|\) is the surface inversion potential, and \(\nu_{SB}\) is the large signal source-bulk voltage.

The dc-bias of the input and output voltages \(\nu_{IN}\) and \(\nu_{OUT}\) respectively, is \(V_{DC}\). Since \(\nu_{DS}\) is assumed small, the transistor is assumed to operate in nonsaturation until it is turned off when \(\nu_V\) is less than \(V_{DC} + V_T\), and hence the large signal drain current is [11]

\[
i_D = \begin{cases} 
\frac{\beta}{2} \left[2(\nu_{GS} - V_T)\nu_{DS} - \nu_{DS}^2\right], & \text{if } \nu_{GS} \geq V_T, \\
0, & \text{if } \nu_{GS} < V_T.
\end{cases}
\]

(4)

Since \(\nu_{DS}\) is small compared to \((\nu_{GS} - V_T)\), the \(-\nu_{DS}^2\) term is omitted (this is not true when \(\nu_{GS}\) is close to \(V_T\)) and (4) is approximated by

\[
i_D \approx \begin{cases} 
\frac{\beta}{2} (\nu_{GS} - V_T)\nu_{DS}, & \nu_{GS} \geq V_T, \\
0, & \nu_{GS} < V_T.
\end{cases}
\]

(5)

Note that this expression of the drain current is also applicable for negative values of \(\nu_{DS}\) with the drain and source terminals defined as in Fig. 1. The gate voltage, Fig. 3, is

\[
\nu_G = \begin{cases} 
V_{DD}, & t < -\tau_0 \\
-V_{DD} t/\tau_0, & -\tau_0 \leq t \leq 0, \\
0, & 0 < t
\end{cases}
\]

(6)

The input and output voltages are expressed as

\[
\nu_{IN} = V_{DC} + \nu_m \quad \nu_{OUT} = V_{DC} + \nu_{out}
\]

(7)

where \(\nu_m\) and \(\nu_{out}\) are small-signal voltages. The output voltage and drain current relation is

\[
\frac{d\nu_{OUT}}{dt} = -\frac{i_D}{C}.
\]

(8)

The derivation needed in order to obtain an expression of \(\nu_{OUT}\) which approximately satisfies (5)–(8) is found in Appendix B. The solution for \(\nu_{OUT}\) after sampling is given by (B2c). We see that the output voltage after the transistor is turned off is constant and is an integral over all previous values of the input multiplied by a weight function

\[
\nu_{sample} = \nu_{OUT}\left(-\tau_0 \to \infty\right) = \int_{-\infty}^{\infty} \nu_{IN}(\tau)h(\tau)d\tau.
\]

(9)
The weight-function $h(\tau)$ is the SF. By identification, we get (10), shown at the bottom of the page.

A plot of an SF shows a peak with a limited distribution in time, Fig. 4. The integral of the SF over the interval $(-\infty, \infty)$ is one, which is expected since the output should match the input if the input is constant. The (conjugate of the) Fourier transform of the SF gives the frequency response of the switch. The frequency response related to the SF in Fig. 4 is shown in Fig. 5 together with the case when the falltime is 0 ps.

In tracking mode, the switch is a low-pass RC filter and the transfer function is the conjugate of the transform of the SF for 0 ps gate falltime. The bandwidth is larger for the tracking operation than for a sampling operation with nonzero falltime.

For an ideal switch, the SF is Dirac’s delta function, $\delta(\tau)$, which has infinite bandwidth.

C. Aperture Time

We define the aperture time as the width of the peak of the SF where 80% of the sensitivity is confined

$$u_{80} = t_{90} - t_{10} \tag{11}$$

where the times $t_{10}$ and $t_{90}$ are defined as

$$0.1 = \int_{-\infty}^{t_{10}} h(\tau) \, d\tau \quad 0.9 = \int_{-\infty}^{t_{90}} h(\tau) \, d\tau. \tag{12}$$

Hence, we allow a maximum attenuation of the signal of 20% through the sampling switch due to aperture effects.

Depending on the values of the input variables to the SF, the $t_{10}$ and $t_{90}$ times will be in different domains of $h(\tau)$, therefore we will get solutions of $t_{10}$ and $t_{90}$ which have different expressions for different domains. When the solutions to (12), (C1a), and (C1b) in Appendix C, are put into (11) and the integrals in the conditions are calculated, we get the following expressions of the aperture time for three different domains

$$u_{80} = \frac{C}{\beta} \frac{\ln(0.9) - \ln(0.1)}{(V_{DD} - V_{DC} - V_T)},$$

$$t_0 \leq \frac{2V_{DD}C}{\beta(V_{DD} - V_{DC} - V_T)^2}, \tag{13a}$$

$$u_{80} = \frac{t_0}{2} - \frac{t_0(V_{DC} + V_T)}{2V_{DD}} - \frac{\sqrt{2t_0C}}{\beta V_{DD}} \ln(0.9),$$

$$-\frac{C}{\beta} \frac{\ln(0.1)}{2V_{DD}C \ln(1/0.9)} - \frac{\ln(0.9)}{\beta(V_{DD} - V_{DC} - V_T)^2} \leq t_0 \leq \frac{2V_{DD}C}{\beta(V_{DD} - V_{DC} - V_T)^2}, \tag{13b}$$

$$u_{80} = \sqrt{\frac{2t_0C}{\beta V_{DD}} \left[ \sqrt{-\ln(0.1)} - \sqrt{-\ln(0.9)} \right]},$$

$$\frac{2V_{DD}C}{\beta(V_{DD} - V_{DC} - V_T)^2} \leq t_0. \tag{13c}$$

$$h(\tau) = \frac{\beta}{C} \exp \left\{ -\frac{\beta}{C} \left[ \frac{t_0(V_{DC} + V_T)^2}{2V_{DD}} \right] \right\} \cdot \left\{ \begin{array}{ll}
(V_{DD} - V_{DC} - V_T) & \exp \left\{ \frac{\beta}{C} \left[ \frac{V_{DD}t_0}{2} + \tau(V_{DD} - V_{DC} - V_T) \right] \right\}, & \tau < -t_0 \\
-V_{DD} \frac{\tau}{t_0} - V_{DC} - V_T & \exp \left\{ \frac{\beta}{C} \left[ \frac{V_{DD}t_0^2}{2t_0^2} + \tau(V_{DC} + V_T) \right] \right\}, & t_0 \leq \tau < -t_0 \frac{V_{DC} + V_T}{V_{DD}} \\
0, & \frac{-t_0}{V_{DC} + V_T} < \tau \end{array} \right. \tag{10}$$
The aperture time in (13a), which is valid for short fall times of the gate voltage, is the same as for an ideal switch with an R and a C. Note that 1/[R(VDD − VDC − VT)] is the channel resistance of the NMOS transistor when VDD = 0 V, compare with (2). The expression in (13b) is valid when the aperture time depends on both the gate-voltage slope and the input dc-bias. In (13c), the aperture time is not dependent on VDD but on the slope VDD/t0. Hence, we have the opposite situation compared to (13a), the fall time is slower than the tracking speed.

III. COMPARISON OF THEORY WITH CIRCUIT SIMULATIONS

We compare the derived expressions for the sampling function, SF (10), and aperture time, t0 (13a)–(13c), with results from SPICE level 2 simulations. These comparisons are made for a switch in a 0.8-μm standard CMOS process [12]. The simulations include effects that have been neglected in the derivations: finite input swing, clock feedthrough, the transistor may operate in saturation, and the parasitic capacitances, threshold voltage, and mobility are modeled with higher accuracy. Simulations are made for five cases with varied transistor-width, external load capacitance, gate-voltage-falltime, input dc-bias, and input swing.

A. Scheme to Extract Sampling Function from Circuit Simulations

The SF cannot be obtained directly from circuit simulations. Instead, the SF is extracted out of data generated by the circuit simulator. In the theoretical derivation we got the result that the output of the switch depends on the input as shown in (9). We assume that this expression is valid also for the circuit simulations and generalize it to represent samples where the sampling is done at different times tS:

\[ v_{\text{samp}}(t) = \int_{-\infty}^{\infty} v_{IN}(\tau) h(\tau - tS) d\tau. \]  

(14)

The SF, h(tS), is obtained by first taking the derivative of the step response and then reversing the input-variable axis by changing the sign of the input variable. The input to the switch is then \[ v_{\text{IN}}(t) = u(t) \] where \( u(t) \) is the unit step function (Heaviside’s step function). The derivative of \( v_{\text{samp}}(tS) \) with respect to \( tS \) yields

\[ v'_{\text{samp}}(tS) = \frac{d}{dtS} \int_{-\infty}^{\infty} u(\tau) h(\tau - tS) d\tau \]

\[ = \frac{d}{dtS} \int_{-\infty}^{\infty} h(\tau - tS) d\tau \]

\[ = \frac{d}{dtS} \int_{-tS}^{0} h(\tau) d\tau = h(-tS) \]  

(15)

where the integration variable \( \tau \) is substituted with \( t + tS \). The result, \( h(-tS) \), has the wrong sign of the input variable so it is changed by a substitution of \(-tS\) with \( tS \)

\[ h(tS) = v'_{\text{samp}}(-tS), \]  

(16)

Since we are interested in the SF when the swing is low, the input is modified to \( v_{\text{IN}}(t) = V_{\text{SWING}} u(t) \) and the SF is then

\[ h(tS) = \frac{1}{V_{\text{SWING}}} v'_{\text{samp}}(-tS). \]  

(17)

Circuit simulations give numerical data for \( v_{\text{samp}}(tS) \) and the derivative is obtained with numerical processing by using an approximation of the derivative operator. The following approximation which removes noise was developed and used:

\[ y'(x) \approx \frac{1}{16k} \sum_{n=0}^{3} \{ y(x + n \cdot k) - y(x - (n + 1)k) \}. \]  

(18)

B. Comparison

SF’s, from both theory and simulations, for a number of transistor widths (2.0 and 10.0 μm) and gate-voltage falltimes (100, 200, 300, and 400 ps) have been compared and the agreement is good. All other parameters are constant. Theoretical and simulated SF’s for two different capacitive loads are compared in Fig. 6 and here the agreement is good in the case when \( C_{\text{ext}} = 40 \text{ fF} \) but only fair when \( C_{\text{ext}} = 0 \text{ fF} \). The nonsimilarity depends on an attenuation of the swing. This attenuation is due to the large clock feedthrough when \( C_{\text{ext}} \) is low in combination with the voltage dependent diffusion capacitance. The input swing is represented by a charge difference after sampling. The diffusion capacitance increases with the clock feedthrough, and hence the charge difference gives a smaller voltage difference.

In Fig. 7 the SF’s for two different values of the input dc bias are shown. The agreement is good for the low dc bias, \( V_{\text{DC}} = 0.5 \text{ V} \), but is bad for the high dc bias, \( V_{\text{DC}} = 3.1 \text{ V} \), due to the assumption of \( v_{\text{DS}} \) being small compared to \( (-v_{\text{IN}} - V_{\text{T}}) \) is no longer valid when \( V_{\text{DC}} \) is close to \( V_{\text{DD}} - V_{\text{T}} \). The aperture time expression is compared to simulations when the design and operation parameters, transistor width, external load capacitance, gate-voltage falltime, and input dc bias are varied. For example, a plot for varied transistor width is shown in Fig. 8. In order to compare only the time resolution, the attenuation of the input swing due to clock
feedthrough has been compensated. The resemblance is good for all cases except when the input dc bias is varied, Fig. 9. The reason for the deviation is, as explained earlier, that the assumption that $V_{DS}$ is small compared to $(V_{GS} - V_T)$ is not true for large biases.

In the derivation of the aperture time, it is assumed that the input swing is small. Therefore, the theory predicts the same aperture time for all input swings. In reality, the aperture time increases with signal swing. In Fig. 10, aperture times from simulations and theory are plotted and they agree for swings up to $\sim 0.8$ V, which is enough for the applications that the derivation is intended for [1]–[5].

**IV. Maximum Time Resolution**

We will now apply the aperture time formula on an NMOS switch in a 0.8-$\mu$m standard CMOS process [12]. The switch is realized in common-drain layout style and the switch transistor has a width of $2 \times 10 \mu$m, a layout is shown as an inset in Fig. 11. The external capacitor is assumed small compared to the ones associated with the transistors and is neglected. The capacitive load is then the sum of the capacitances from the diffusion area, $C_{diffA}$, diffusion perimeter, $C_{diffP}$, gate-drain overlap, $C_{GDO}$, and half the channel, $C_{channel}$

$$C = C_{diffA} + C_{diffP} + C_{GDO} + \frac{1}{2} C_{channel}$$

$$= W L_{diffD} C_J + (2W + 2L_{diffD}) C_{SW} + 2(W - 2\Delta W) C_{GDO} + (W - 2\Delta W)(L - \Delta L) C_{ox}$$

(19)

where $W$ is the width of one of the two transistors and $L_{diffD}$ is the length of the drain. The device transconductance of the switch is

$$\beta = \frac{2}{L - 2\Delta L} \frac{W - 2\Delta W}{\mu_0 C_{ox}}.$$  

(20)

We set $V_{DD}$ to 5 V and $V_{DC}$ to 0 V and plot the aperture time as a function of the gate-voltage falltime, Fig. 11. For an ideal gate-voltage transition ($t_{fall} = 0$ ps), the aperture time is below 10 ps. The fastest falling edge attainable in this process is an inverter which uses common-drain layout-style of the NMOS transistors and the capacitances from an external load and pull-up device (e.g., a PMOS transistor) are negligible. The output falltime depends on the input rise time. Hence, we
A word of caution is needed here since we are outside the region where the basis of the derivations, the ordinary current equations, are used normally. To check this result we need to build circuits. Unfortunately, other effects such as aperture-jitter and limited bandwidth of the bondwire-inductance/pad-capacitance filter may limit the performance. Therefore, great care must be taken when designing such a circuit and its package.

### A. Device Simulations

To check if there are some effects that are not shown by SPICE level 2 simulations which degrade the performance, transient 2-D device simulations are done with the MEDICI simulator. The device model used in the simulations is designed by the authors to be fairly similar to the devices in the process which is used for the SPICE simulations [12]. The simulated circuit does not use common-drain layout-style for the switch. The width lateral diffusion constant is not included, since the simulator is two-dimensional.

Three sampling simulations are shown in Fig. 12 with the outputs magnified to the upper right. The input data has 0.1-V swing, a dc bias of 1.05 V, and consists of a single negative pulse (20 ps long). Sampling is done 20 ps before, on, and after the single pulse. The gate voltage has a falltime (100–0%) of 35 ps. Note that the actual sampling is done ~20 ps before the moment when the gate voltage intersects the input voltage. As shown in Fig. 12, the 20-ps pulse is detected by the sampling.

Settled output values after sampling are listed in Table I from six simulations with both positive and negative pulses. Assuming we have a differential data input and two samplers, the differential output voltage is also listed. As seen, the swing is reduced from 100 to 14.2 mV for the samples on the pulse. The reduction is due to clock feedthrough and the fact that the sampling function is not close to zero for the adjacent bits to the pulse, i.e., the data rate is too high for the bandwidth of the sampling. Still data can be recovered of the 50 Gb/s data stream with a low-offset comparator with enough time for a decision.

There is no sign of RC transmission-line delay through the channel [13] in the device simulations. Therefore, the partial differential wave equations for an RC transmission line, with R and C values for the channel and also for the poly gate, are solved by numerical methods to check if these delays have any importance. The step response at the output of an NMOS sampling switch, when an edge with 1 ps rise time is applied on the input and the initial gate-source voltage is 4 V, has a delay of 0.9 ps which is so small that it is neglected, Fig. 13.

The propagation of an edge through a 10-μm wide poly-gate has a delay of 2.7 ps. This is one-sixth of the minimum aperture time, which is on the limit to be neglected. For safety, this skew is added to the minimum aperture time of 18 ps, which gives 21 ps (48 Gb/s). By using a process with silicided poly, this delay could be reduced.

### V. Experiments

We have not compared the maximum time resolution predictions above with measurements, but we have measured indications on high time resolution possibilities. We have
succeeded to sample out single bits, every thirty-second bit, with one of the sampling units of the circuit described in [2], from a 7-Gb/s data stream. The bit-error rate (BER) was, however, too high for the error detector to synchronize. At 5.0 Gb/s the BER was measured to be 3.0e-6, Table II.

No special care was taken in the design of the input pads of the measured circuit and there is an estimated bandwidth (3 dB) of 3.5 GHz of the LP filter that consists of the bond wire inductance, terminating resistor, and pad capacitance. Therefore, the theoretical results are not contradicted by these measurements.

VI. CONCLUSIONS

We have derived expressions for the aperture time and sampling function of NMOS sampling switches when used on low swing signals. The PMOS expressions can be obtained by a similar derivation. The derivation is based on the ordinary MOS current equations. We have also shown that the switch under this condition can be modeled as a device which determines a weighted average over time of the input. The derivations match SPICE level 2 simulations well except when the input swing is close to the initial gate source voltage.

When the aperture-time formula is applied on an aggressively designed and operated sampling switch in a 0.8-μm CMOS process and we also consider delays in the gate, we get a minimum aperture time of 21 ps. This makes it possible to sample out single bits out of a 48-Gb/s data stream. Transient 2-D device simulations do not contradict the results. Measurements on a 0.8-μm CMOS circuit show successful sampling of every thirty-second bit of a 5.0-Gb/s input.

APPENDIX A

EXPRESSIONS FOR THE OUTPUT LOAD CAPACITANCE

The output load capacitance $C$ is the sum of the external load capacitance $C_{\text{ext}}$ and all parasitic capacitances

$$C = C_{\text{ext}} + C_{\text{diffA}} + C_{\text{diffP}} + C_{\text{GDOverlap}} + \frac{1}{2}C_{\text{channel}}$$

$$= C_{\text{ext}} + W L_{\text{diff}} C_{T} + (2W + 2L_{\text{diff}}) C_{\text{SW}} + (W - 2\Delta W) C_{\text{GDO}} + \frac{1}{2}(W - 2\Delta W) \cdot (L - 2\Delta L) C_{\text{ox}}.$$  (A1)

Several sources for parasitic capacitance are considered: first, the drain diffusion junction capacitance, where there are contributions from the bottom area, $C_{\text{diffA}}$, and perimeter, $C_{\text{diffP}}$; further, the gate drain overlap capacitance $C_{\text{GDOverlap}}$ and half the gate-channel capacitance $C_{\text{channel}}$. The diffusion capacitances are voltage dependent

$$C_{\text{diffA}} = \text{Area} \cdot C_{\text{JA}} \cdot \left(1 + \frac{V_{\text{DB}}}{V_{\text{TBB}}} \right)^{-MJ}$$  (A2a)

and

$$C_{\text{diffP}} = \text{Perimeter} \cdot C_{\text{JP}} \cdot \left(1 + \frac{V_{\text{DB}}}{V_{\text{TBB}}} \right)^{-MJSW}$$  (A2b)

where $C_{\text{JA}}$ and $C_{\text{JP}}$ are the zero bias junction capacitances for area and perimeter, respectively, $V_{\text{DB}}$ is the large signal drain-bulk voltage which we approximate with the dc component $V_{\text{DB}}$. The potentials $V_{\text{TBB}}$ and $V_{\text{TBP}}$ are the bulk junction contact potentials for area and perimeter, respectively. The parameters $MJ$ and $MJSW$ are the bulk junction grading coefficients for area and perimeter, respectively.

APPENDIX B

SOLUTION OF THE ORDINARY DIFFERENTIAL EQUATION

If we combine (4)–(8) and assume that the gate source voltage $V_{\text{GS}}$ is independent of the voltages $V_{\text{IN}}$ and $V_{\text{OUT}}$ (we have assumed low swing), we get (B1), shown at the bottom of the page. The solution for $v_{\text{OUT}}(t)$ from this equation when
V_T is assumed constant is

\[ v_{\text{OUT}}(t) = \exp \left[ -t \frac{\beta}{C} (V_{DD} - V_{DC} - V_T) \right] \]
\[ \cdot \int_{-\infty}^{t} v_{\text{IN}}(\tau) \frac{\beta}{C} (V_{DD} - V_{DC} - V_T) d\tau, \quad t < -t_0 \]

\[ v_{\text{OUT}}(t) = \exp \left\{ \frac{\beta}{C} \left[ \frac{V_{DD}t_0^2}{2} + t(V_{DC} + V_T) \right] \right\} \]
\[ \cdot \left( \int_{-\infty}^{-t_0} v_{\text{IN}}(\tau) \frac{\beta}{C} (V_{DD} - V_{DC} - V_T) d\tau \right) \]
\[ + \int_{-t_0}^{t} v_{\text{IN}}(\tau) \frac{\beta}{C} \left( -V_{DD} \frac{\tau}{t_0} - V_{DC} - V_T \right) d\tau \]
\[ \cdot \exp \left\{ \frac{\beta}{C} \left[ \frac{V_{DD}t_0^2}{2} + t(V_{DC} + V_T) \right] \right\} \]
\[ -t_0 \leq t < -t_0 \frac{V_{DC} + V_T}{V_{DD}} \]

\[ v_{\text{OUT}}(t) = \frac{\beta}{C} \exp \left\{ -\frac{\beta}{C} \left[ \frac{t_0(V_{DC} + V_T)^2}{2V_{DD}} \right] \right\} \]
\[ \cdot \left( \int_{-\infty}^{t} v_{\text{IN}}(\tau)(V_{DD} - V_{DC} - V_T) d\tau \right) \]
\[ \cdot \exp \left\{ \frac{\beta}{C} \left[ \frac{V_{DD}t_0 + t_0(V_{DC} + V_T)}{2} \right] \right\} \]
\[ + \int_{-t_0}^{t} v_{\text{IN}}(\tau) \frac{\beta}{C} \left( -V_{DD} \frac{\tau}{t_0} - V_{DC} - V_T \right) d\tau \]
\[ \cdot \exp \left\{ \frac{\beta}{C} \left[ \frac{V_{DD}t_0^2}{2} + t(V_{DC} + V_T) \right] \right\} \]
\[ -t_0 \frac{V_{DC} + V_T}{V_{DD}} < t. \]

\[ t_{10} = \left\{ \begin{array}{ll}
-\frac{t_0}{2} & \text{if } \frac{C}{\beta(V_{DD} - V_{DC} - V_T)} \\
\frac{t_0}{2} & \text{if } \frac{C}{\beta(V_{DD} - V_{DC} - V_T)} \\
\end{array} \right.

\[ t_{00} = \left\{ \begin{array}{ll}
-\frac{t_0}{2} & \text{if } \frac{C}{\beta(V_{DD} - V_{DC} - V_T)} \\
\frac{t_0}{2} & \text{if } \frac{C}{\beta(V_{DD} - V_{DC} - V_T)} \\
\end{array} \right.

\[ \int_{-\infty}^{t_0} h(\tau) d\tau \geq 0.1 \]
\[ \int_{-\infty}^{t_0} h(\tau) d\tau < 0.1 \]

\[ \int_{-\infty}^{t_0} h(\tau) d\tau \geq 0.9 \]
\[ \int_{-\infty}^{t_0} h(\tau) d\tau < 0.9 \]

APPENDIX C

SOLUTIONS OF INTEGRAL EQUATIONS

The solutions to the integral equations in (12) are given in (C1a) and (C1b) at the top of the page.
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