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Abstract

This paper provides exact analytical expressions for the bias, variance, and RMS for the resubstitution and leave-one-out error estimators in the case of linear discriminant analysis (LDA) in the univariate heteroskedastic Gaussian model. Neither the variances nor the sample sizes for the two classes need be the same. The generality of heteroskedasticity (unequal variances) is a fundamental feature of the work presented in this paper, which distinguishes it from past work. The expected resubstitution and leave-one-out errors are represented by probabilities involving bivariate Gaussian distributions. Their second moments and cross-moments with the actual error are represented by 4-variate Gaussian distributions. From these, the bias, deviation variance, and RMS for resubstitution and leave-one-out as estimators of the actual error can be computed. The RMS expressions are applied to the determination of sample size and apply to biomarker classification.
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1 Introduction

Epistemologically, the most important aspect of a classifier is its error, since the error quantifies its predictive capacity and therein lays its scientific validity. In practice, the error must be estimated from data. When samples are large, error estimation is not problematic because the data can be split into training and testing data, the classifier designed on the training data, and its error estimated on the test data. When the error is estimated on independent test data, the RMS between the true error and the estimated error possesses the distribution-free bound $1/2\sqrt{m}$, where $m$ is the number of points in the test set. With small samples, the data cannot be split, the error must be estimated on the same data as training, and estimation accuracy is much more problematic. Here we consider two classical training-data-based error estimators, resubstitution and leave-one-out cross-validation.

Full probabilistic characterization between the true error and an estimated error is given by the joint distribution between the true and estimated errors. Partial information is contained in their mixed moments, in particular, their second mixed moment. Marginal information regarding an error estimator is contained in its marginal moments, in particular, its mean and variance. Since we are interested in estimator accuracy and wish to use the RMS to measure that accuracy, we desire knowledge of the second-order moments, marginal and mixed.

Historically, there has been considerable study of the moments of error estimators for linear discriminant analysis (LDA) in the Gaussian model, mainly on the first two moments of resubstitution [1–9]. In addition, in the 1970s, the expected value of resubstitution was obtained for multinomial discrimination [10, 11]. More recently, error estimation in high-throughput biological classification, where sample sizes are typically quite small, has motivated the desire for distributional knowledge concerning error estimators, both their full joint distribution and their second-order moments (and therefore the RMS and correlation). For multinomial discrimination, exact representations of the second-order moments, both marginal and mixed, for the true error and the resubstitution and leave-one-out estimators have been found [12, 13]. For LDA in the Gaussian model with common known covariance matrix, for both resubstitution and leave-one-out, we have found the marginal distributions for the error estimators [14] and obtained the joint distributions between the true error and both error estimators [15]. In this paper, we obtain exact, nonasymptotic, analytic expressions for the first and second moments, marginal and mixed, for leave-one-out and resubstitution in the univariate heteroskedastic (unequal-variance) Gaussian model, thereby arriving at analytic representation of the RMS. This follows an historical path in pattern recognition: exact error representations are found in the univariate model, with the multivariate model restricted to asymptotic or approximate representations. Note, however, that the generality of heteroskedasticity is a fundamental feature of the present paper, which distinguishes it from past work.
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Although the discriminatory power of univariate classifiers is limited, their significance becomes apparent when we recognize that most of the common tests for diagnosis and prognosis of cancer are univariate. For instance, PSA for prostate cancer [16], AFP for liver cancer [17], CA 125 for ovarian cancer [18], and CA 19.9 for colorectal cancer [19] are major protein markers. In addition to these protein biomarkers, there are genomic markers such as BRCA1 for breast cancer [20], BRCA2 [21] for male breast cancer, and APC for pancreatic cancer [22].

The paper is organized as follows: Section 2 reviews LDA classification and error estimation, Section 3 discusses performance criteria for error estimation, and Sections 4, 5, and 6 discuss the actual error, the resubstitution error estimate and the leave-one-out error estimate, respectively. Section 7 discusses performance bounds based on the RMS and provides an application to genomic classification. Proofs are in the Appendix.

2 Linear Discriminant Analysis and Error Estimation

Consider a set of \( n = n_0 + n_1 \) independent and identically-distributed training samples in \( \mathbb{R}^p \), where \( X_1, X_2, \ldots, X_{n_0} \) come from population \( \Pi_0 \) and \( X_{n_0+1}, X_{n_0+2}, \ldots, X_{n_0+n_1} \) come from population \( \Pi_1 \). Population \( \Pi_i \) is assumed to follow a univariate Gaussian distribution \( N(\mu_i, \sigma_i^2) \), for \( i = 0, 1 \). In general, Linear Discriminant Analysis (LDA) utilizes the Anderson-W statistic

\[
W(\bar{X}_0, \bar{X}_1, X) = \left( X - \frac{\bar{X}_0 + \bar{X}_1}{2} \right)^T \hat{\Sigma}^{-1} \left( \bar{X}_0 - \bar{X}_1 \right),
\]

where \( \bar{X}_0 = \frac{1}{n_0} \sum_{i=1}^{n_0} X_i \) and \( \bar{X}_1 = \frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} X_i \) are the sample means for each class and \( \hat{\Sigma} \) is the pooled estimate of the covariance matrix, which is assumed to be common in the LDA discriminant. The designed LDA classifier is given by

\[
\psi(X) = \begin{cases} 
1, & \text{if } W(\bar{X}_0, \bar{X}_1, X) \leq 0 \\
0, & \text{if } W(\bar{X}_0, \bar{X}_1, X) > 0 
\end{cases},
\]

that is, the sign of \( W \) determines the classification of the sample point \( X \). In the univariate model, (1) reduces to

\[
W(X) = \frac{1}{\hat{\sigma}^2} (X - \bar{X}) \left( \bar{X}_0 - \bar{X}_1 \right).
\]

Since \( \hat{\sigma}^2 \) is positive and only the sign of \( W \) matters, we can further reduce this to

\[
W(X) = (X - \bar{X}) \left( \bar{X}_0 - \bar{X}_1 \right)
\]

Given the training data \( S_n \) (and thus \( \bar{X}_0 \) and \( \bar{X}_1 \)), the classification error is given by

\[
\epsilon = P(W(\bar{X}_0, X_1, X) \leq 0, X \in \Pi_0|\bar{X}_0, X_1) + P(W(\bar{X}_0, X_1, X) > 0, X \in \Pi_1|\bar{X}_0, X_1) = \alpha_0 \epsilon^0 + \alpha_1 \epsilon^1
\]

(5)
where \( \alpha_i = P(X \in \Pi_i) \) is the a-priori mixing probability for population \( \Pi_i \), and \( \epsilon^i \) is the error rate specific to population \( \Pi_i \), with
\[
\epsilon^0 = P(W(\bar{X}_0, \bar{X}_1, X) \leq 0 | X \in \Pi_0, \bar{X}_0, \bar{X}_1) \quad \text{and} \quad \epsilon^1 = P(W(\bar{X}_0, \bar{X}_1, X) > 0 | X \in \Pi_1, \bar{X}_0, \bar{X}_1).
\]  

The resubstitution error estimator [23], is given by
\[
\hat{\epsilon}_r = \frac{1}{n} \left[ \sum_{i=1}^{n_0} I_{\{W(x_0, x_1, x_i) \leq 0\}} + \sum_{i=n_0+1}^{n_0+n_1} I_{\{W(x_0, x_1, x_i) > 0\}} \right] = \hat{\alpha}_0 \hat{\epsilon}_0^r + \hat{\alpha}_1 \hat{\epsilon}_1^r ,
\]  
where \( I_A \) is the indicator variable for event \( A \), \( \hat{\alpha}_i = n_i/n \) is the empirical mixing frequency for population \( \Pi_i \), and \( \hat{\epsilon}_i^r \) is the apparent error rate specific to population \( \Pi_i \), with
\[
\hat{\epsilon}_0^r = \frac{1}{n_0} \sum_{i=1}^{n_0} I_{\{W(x_0, x_1, x_i) \leq 0\}} \quad \text{and} \quad \hat{\epsilon}_1^r = \frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} I_{\{W(x_0, x_1, x_i) > 0\}}.
\]  

The leave-one-out error estimator [24] for the LDA classification rule is given by
\[
\hat{\epsilon}_l = \frac{1}{n} \left[ \sum_{i=1}^{n_0} I_{\{W^{(i)}(x_0, x_1, x_i) \leq 0\}} + \sum_{i=n_0+1}^{n_0+n_1} I_{\{W^{(i)}(x_0, x_1, x_i) > 0\}} \right] = \hat{\alpha}_0 \hat{\epsilon}_0^l + \hat{\alpha}_1 \hat{\epsilon}_1^l ,
\]  
where \( W^{(i)} \) is the discriminant obtained when sample \( X_i \) is left out of training, \( \hat{\alpha}_i \) is defined as before, and \( \hat{\epsilon}_i^l \) is the leave-one-out error rate specific to population \( \Pi_i \), with
\[
\hat{\epsilon}_0^l = \frac{1}{n_0} \sum_{i=1}^{n_0} I_{\{W^{(i)}(x_0, x_1, x_i) \leq 0\}} \quad \text{and} \quad \hat{\epsilon}_1^l = \frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} I_{\{W^{(i)}(x_0, x_1, x_i) > 0\}}.
\]

### 3 Criteria for Performance of Error Estimation

The widely-adopted metrics for performance of an error estimator \( \hat{\epsilon} \) of the actual classifier error \( \epsilon \) are the bias, deviation variance, and RMS, given by
\[
\text{Bias}[\hat{\epsilon}] = E[\hat{\epsilon}] - E[\epsilon], \\
\text{Var}_d[\hat{\epsilon}] = \text{Var}(\hat{\epsilon} - \epsilon) = \text{Var}(\epsilon) + \text{Var}(\hat{\epsilon}) - 2\text{Cov}(\epsilon, \hat{\epsilon}), \\
\text{RMS}[\hat{\epsilon}] = \sqrt{E[(\epsilon - \hat{\epsilon})^2]} = \sqrt{E[\hat{\epsilon}^2] + E[\epsilon^2] - 2E[\epsilon \hat{\epsilon}]},
\]
respectively. The bias and the deviation variance measure the average centrality and dispersion of the error estimator in relation to the actual error, respectively. The resubstitution error estimator generally has small variance but is often optimistically biased, whereas the leave-one-out error estimator is nearly unbiased, but generally has large variance. The RMS combines these two complementary criteria into a single metric: \( \text{RMS}[\hat{\epsilon}] = \sqrt{\text{Bias}[\hat{\epsilon}]^2 + \text{Var}_d[\hat{\epsilon}]} \).
Similarly, the first and second moments for resubstitution are

\[ E[\hat{\varepsilon}] = \hat{\alpha}_0 E[\hat{\varepsilon}] + \hat{\alpha}_1 E[\hat{\varepsilon}] \]

\[ = \hat{\alpha}_0 P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0) + \hat{\alpha}_1 P(W(\tilde{X}_0, \tilde{X}_1, X) > 0) \]

The bias, variance, and RMS can be obtained from the first moments \( E[\varepsilon] \) and \( E[\varepsilon] \), the second moments \( E[\varepsilon^2] \) and \( E[\varepsilon^2] \), and the cross moment \( E[\varepsilon \varepsilon] \). In this section, we write down these moments in terms of probabilities involving the discriminant \( W(\tilde{X}_0, \tilde{X}_1, X) \). These expressions hold in general, not just for the Gaussian model. We will write all equations for the resubstitution estimator; the corresponding equations for the leave-one-out estimator can be obtained by replacing \( W(\tilde{X}_0, \tilde{X}_1, X) \) by \( W^{(i)}(\tilde{X}_0, \tilde{X}_1, X_i) \) throughout.

The first moment of the actual error is given by

\[ E[\varepsilon] = \alpha_0 P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0|X \in \Pi_0) + \alpha_1 P(W(\tilde{X}_0, \tilde{X}_1, X) > 0|X \in \Pi_1) \]  \hspace{1cm} (12)

To obtain the second moment of actual error we have:

\[ E[\varepsilon^2] = E[\alpha_0 \varepsilon^2 + \alpha_1 \varepsilon^2] \]

\[ = \alpha_0^2 E[\varepsilon^2] + 2\alpha_0 \alpha_1 E[\varepsilon^2] + \alpha_1^2 E[\varepsilon^2] \]  \hspace{1cm} (13)

It follows from (6) that

\[ E[\varepsilon^0 \varepsilon^0] = E[P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0|X \in \Pi_0, \tilde{X}_0, \tilde{X}_1) \times P(W(\tilde{X}_0, \tilde{X}_1, X') \leq 0|X' \in \Pi_0, \tilde{X}_0, \tilde{X}_1)] \]

\[ = E[P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0, W(\tilde{X}_0, \tilde{X}_1, X') \leq 0|X, X' \in \Pi_0, \tilde{X}_0, \tilde{X}_1)] = \]

\[ P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0, W(\tilde{X}_0, \tilde{X}_1, X') \leq 0|X, X' \in \Pi_0) \]  \hspace{1cm} (14)

Similar expressions obtain for the other terms in (13), namely \( E[\varepsilon^0 \varepsilon^1] \) and \( E[\varepsilon^1 \varepsilon^1] \). In all,

\[ E[\varepsilon^2] = \alpha_0^2 P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0, W(\tilde{X}_0, \tilde{X}_1, X') \leq 0|X, X' \in \Pi_0) \]

\[ + 2\alpha_0 \alpha_1 P(W(\tilde{X}_0, \tilde{X}_1, X) \leq 0, W(\tilde{X}_0, \tilde{X}_1, X') > 0|X \in \Pi_0, X' \in \Pi_1) + \]

\[ \alpha_1^2 P(W(\tilde{X}_0, \tilde{X}_1, X) > 0, W(\tilde{X}_0, \tilde{X}_1, X') > 0|X, X' \in \Pi_1) \]  \hspace{1cm} (15)

Similarly, the first and second moments for resubstitution are

\[ E[\hat{\varepsilon}] = \hat{\alpha}_0 E[\hat{\varepsilon}] + \hat{\alpha}_1 E[\hat{\varepsilon}] \]

\[ = \hat{\alpha}_0 P(W(\tilde{X}_0, \tilde{X}_1, X_1) \leq 0) + \hat{\alpha}_1 P(W(\tilde{X}_0, \tilde{X}_1, X_{m+1}) > 0) \]  \hspace{1cm} (16)
and

\[
E[(\hat{e}'r)²] = \frac{E[\alpha_0^2]}{n_0^2} + 2\frac{E[\alpha_1]}{n_0} + \alpha_1^2 E[(\hat{e}'r)^2]
\]

\[
= \frac{E[\alpha_0^2]}{n_0^2} \left[ \sum_{i=1}^{n_0} \sum_{j=1}^{n_0} I\{W(\bar{x}_0, \bar{x}_1, x_i) \leq 0, W(\bar{x}_0, \bar{x}_1, x_j) \leq 0\} \right]
\]

\[
+ 2\frac{E[\alpha_1]}{n_0 n_1} \left[ \sum_{i=1}^{n_0} \sum_{j=n_0+1}^{n_0+n_1} I\{W(\bar{x}_0, \bar{x}_1, x_i) \leq 0, W(\bar{x}_0, \bar{x}_1, x_j) > 0\} \right]
\]

\[
+ \frac{E[\alpha_1^2]}{n_1^2} \left[ \sum_{i=n_0+1}^{n_0+n_1} \sum_{j=n_0+1}^{n_0+n_1} I\{W(\bar{x}_0, \bar{x}_1, x_i) > 0, W(\bar{x}_0, \bar{x}_1, x_j) > 0\} \right]
\]

(17)

respectively. The mixed moment is given by

\[
E[\hat{e}'r] = \alpha_0 \frac{E[\alpha_0]}{n_0} P(W(\bar{x}_0, \bar{x}_1, X) \leq 0, W(\bar{x}_0, \bar{x}_1, X_1) \leq 0 | X \in \Pi_0)
\]

\[
+ \alpha_0 \frac{E[\alpha_1]}{n_1} P(W(\bar{x}_0, \bar{x}_1, X) \leq 0, W(\bar{x}_0, \bar{x}_1, X_{n_0+1}) > 0 | X \in \Pi_0)
\]

\[
+ \alpha_1 \frac{E[\alpha_0]}{n_0} P(W(\bar{x}_0, \bar{x}_1, X) > 0, W(\bar{x}_0, \bar{x}_1, X_1) \leq 0 | X \in \Pi_1)
\]

\[
+ \alpha_1 \frac{E[\alpha_1]}{n_1} P(W(\bar{x}_0, \bar{x}_1, X) > 0, W(\bar{x}_0, \bar{x}_1, X_{n_0+1}) > 0 | X \in \Pi_1)
\]

(18)

4 Actual Classification Error

Starting from the expressions in the previous section, we derive the exact expressions for the bias, variance, and RMS of the resubstitution and leave-one-out for LDA in the univariate Gaussian model. In analogy to [25] and [15], the basic method used in these proofs consists in writing out the W statistic in an appropriate matrix form. We refer to the following sampling procedure as the univariate heteroskedastic Gaussian sampling model: \(X_i \sim N(\mu_0, \sigma_0^2)\) for \(i = 1, \ldots, n_0\) and \(X_i \sim N(\mu_1, \sigma_1^2)\) for \(i = n_0 + 1, \ldots, n_0 + n_1\) compose a set of \(n = n_0 + n_1\) i.i.d. observations used to derive the classifier in (2).

The first and second moments of the actual classification error can be written exactly in the univariate Gaussian case according to the following two theorems. We remark that a special case of Theorem 1 is shown in [1], for the homoskedastic (equal-variance) case \(\sigma_0 = \sigma_1\).

Theorem 1 Under the univariate heteroskedastic Gaussian sampling model,

\[
E[\hat{e}] = \alpha_0 \left[ P(Z^l < 0) + P(Z^l \geq 0) \right] + \alpha_1 \left[ P(Z^u < 0) + P(Z^u \geq 0) \right]
\]

(19)
where $Z^I$ and $Z^{II}$ are Gaussian bivariate vectors with means and covariance matrices as follows:

$$
\mu_{Z^I} = \begin{bmatrix} \frac{\mu}{2} \\ -\mu \end{bmatrix}, \quad \Sigma_{Z^I} = \begin{pmatrix}
(1 + \frac{1}{4n_0})\sigma_0^2 + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\
\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix}
$$

(20)

$$
\mu_{Z^{II}} = \begin{bmatrix} \frac{-\mu}{2} \\ \mu \end{bmatrix}, \quad \Sigma_{Z^{II}} = \begin{pmatrix}
\frac{\sigma_0^2}{4n_0} + (1 + \frac{1}{4n_1})\sigma_1^2 & -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{2n_1} \\
-\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix}
$$

where $\mu = \mu_0 - \mu_1$.

**Proof.** See the Appendix.

**Theorem 2** Under the univariate heteroskedastic Gaussian sampling model,

$$
E[\epsilon^2] = \alpha_0\alpha_0 \left[ P(Z^I < 0) + P(Z^I \geq 0) \right] \\
+ 2\alpha_0\alpha_1 \left[ P(Z^{II} < 0) + P(Z^{II} \geq 0) \right] \\
+ \alpha_1\alpha_1 \left[ P(Z^{III} < 0) + P(Z^{III} \geq 0) \right]
$$

(21)

where $Z^j$ for $j = I, \ldots, III$, are 3-variate Gaussian random vectors with means and covariance matrices as follows:

$$
\mu_{Z^I} = \begin{bmatrix} \frac{\mu}{2} \\ -\mu \end{bmatrix}, \quad \Sigma_{Z^I} = \begin{pmatrix}
(1 + \frac{1}{4n_0})\sigma_0^2 + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\
\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix}
$$

(22)

$$
\mu_{Z^{II}} = \mu_{Z^I}, \quad \Sigma_{Z^{II}} = \begin{pmatrix}
(1 + \frac{1}{4n_0})\sigma_0^2 + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\
\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix}
$$

(23)

where $\mu = \mu_0 - \mu_1$, and $\mu_{Z^{II}}$ and $\Sigma_{Z^{II}}$ are obtained from $\mu_{Z^I}$ and $\Sigma_{Z^I}$, respectively, by exchanging $n_0$ and $n_1$, and $\sigma_0$ and $\sigma_1$.

**Proof.** See the Appendix.
5 Resubstitution Error Estimator

The first and second moments of the resubstitution error estimator and its cross-moment with the actual classification error can be written exactly in the univariate Gaussian case according to the following three theorems, respectively.

**Theorem 3** Under the univariate heteroskedastic Gaussian sampling model,

\[
E[\hat{\epsilon}^2] = \hat{\alpha}_0 \left[ P(Z^I < 0) + P(Z^I \geq 0) \right] + \hat{\alpha}_1 \left[ P(Z^{II} < 0) + P(Z^{II} \geq 0) \right]
\]

where \(Z^I\) and \(Z^{II}\) are Gaussian bivariate vectors with means and covariance matrices as follows:

\[
\mu_{Z^I} = \begin{bmatrix} \frac{\mu}{2} \\ -\mu \end{bmatrix}, \quad \Sigma_{Z^I} = \begin{pmatrix} \frac{1}{2} - \frac{3}{4n_0} \sigma_0^2 + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\ -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{n_1} & \frac{1}{2} \end{pmatrix}
\]

\[
\mu_{Z^{II}} = \begin{bmatrix} \frac{-\mu}{2} \\ \mu \end{bmatrix}, \quad \Sigma_{Z^{II}} = \begin{pmatrix} \frac{1}{2} + \frac{3}{4n_0} \sigma_0^2 + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\ -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{n_1} & \frac{1}{2} \end{pmatrix}
\]

where \(\mu = \mu_0 - \mu_1\).

**Proof.** Similar to Theorem 1.

**Theorem 4** Under the univariate heteroskedastic Gaussian sampling model,

\[
E[(\hat{\epsilon}^2)^2] = \frac{\hat{\alpha}_0^2}{n_0} \left[ P(Z^I < 0) + P(Z^I \geq 0) \right] + \frac{\hat{\alpha}_1^2}{n_1} \left[ P(Z^{II} < 0) + P(Z^{II} \geq 0) \right] + \frac{\hat{\alpha}_0^2 n_0 - 1}{n_1} \left[ P(Z^{III} < 0) + P(Z^{III} \geq 0) \right] + \frac{\hat{\alpha}_1^2 n_1 - 1}{n_1} \left[ P(Z^{IV} < 0) + P(Z^{IV} \geq 0) \right] + 2\hat{\alpha}_0 \hat{\alpha}_1 \left[ P(Z^V < 0) + P(Z^V \geq 0) \right]
\]

where \(Z^I\) and \(Z^{II}\) are defined in Theorem 3, and \(Z^j\) for \(j = III, IV, V\), are 3-variate Gaussian
random vectors with means and covariances matrices as follows:

\[
\begin{align*}
\mu_{Z^{III}} &= \begin{bmatrix} \mu_2 \\ -\mu \\ \mu_2 \\ -\mu \end{bmatrix}, \\
\Sigma_{Z^{III}} &= \begin{pmatrix}
(1 - \frac{3}{4n_0})\sigma_0^2 + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} & -\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} \\
-\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
-\frac{\sigma_1^2}{2n_1} & -\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} \\
-\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix},
\end{align*}
\]

\[
\mu_{Z^{IV}} = \mu_{Z^{III}}, \\
\Sigma_{Z^{IV}} = \begin{pmatrix}
\sigma_0^2 & \frac{1}{4n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
\frac{1}{4n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
-\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} \\
-\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix},
\]

\[
\mu_{Z^V} = \mu_{Z^{III}}, \\
\Sigma_{Z^V} = \begin{pmatrix}
\sigma_0^2 & \frac{1}{4n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
\frac{1}{4n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
-\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} \\
-\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix},
\]

where \( \mu = \mu_0 - \mu_1 \).

**Proof.** See the Appendix.

**Theorem 5** Under the univariate heteroskedastic Gaussian sampling model,

\[
E[\epsilon \epsilon^T] = \alpha_0 \hat{\alpha}_0 \left[ P(Z^I < 0) + P(Z^I \geq 0) \right] \\
+ \alpha_0 \hat{\alpha}_1 \left[ P(Z^{II} < 0) + P(Z^{II} \geq 0) \right] \\
+ \alpha_1 \hat{\alpha}_0 \left[ P(Z^{III} < 0) + P(Z^{III} \geq 0) \right] \\
+ \alpha_1 \hat{\alpha}_1 \left[ P(Z^{IV} < 0) + P(Z^{IV} \geq 0) \right]
\]

(27)

where \( Z^j \) for \( j = I, \ldots, IV \), are 3-variate Gaussian random vectors with means and covariances as follows:

\[
\begin{align*}
\mu_{Z^I} &= \begin{bmatrix} \mu_2 \\ -\mu \\ \mu_2 \\ -\mu \end{bmatrix}, \\
\Sigma_{Z^I} &= \begin{pmatrix}
(1 + \frac{1}{4n_0})\sigma_0^2 + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_1^2}{2n_1} & -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{2n_1} \\
\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & \frac{\sigma_0^2}{2n_0} & -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{2n_1} \\
\frac{\sigma_1^2}{2n_1} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} \\
-\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
\mu_{Z^{II}} &= \mu_{Z^I}, \\
\Sigma_{Z^{II}} &= \begin{pmatrix}
(1 + \frac{1}{4n_0})\sigma_0^2 + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} & -\frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & \frac{\sigma_0^2}{2n_0} & -\frac{\sigma_1^2}{2n_1} \\
-\frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1} & -\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} \\
-\frac{3\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{2n_0} & \frac{\sigma_0^2}{n_0} + \frac{\sigma_1^2}{n_1}
\end{pmatrix},
\end{align*}
\]
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\[
\begin{align*}
\mu_{Z^{III}} &= \begin{bmatrix} -\mu/2 \\ \mu \\ -\mu/2 \end{bmatrix}, \quad 
\Sigma_{Z^{III}} = 
\begin{pmatrix}
\sigma_0^2 + (1 + \frac{1}{4n_1})\sigma_1^2 & -\sigma_0^2 + \sigma_2^2 & \sigma_0^2 - \sigma_1^2 \\
\sigma_0^2 + \sigma_2^2 & \frac{\sigma_0^2}{2n_0} + \sigma_1^2 & \frac{\sigma_0^2}{2n_0} - \sigma_2^2 \\
\sigma_0^2 - \sigma_1^2 & \frac{\sigma_0^2}{2n_0} - \sigma_2^2 & 1 - \frac{3}{4n_1}\sigma_0^2 + \sigma_1^2 \\
\end{pmatrix} \\
\mu_{Z^{IV}} &= \mu_{Z^{III}}, \quad 
\Sigma_{Z^{IV}} = 
\begin{pmatrix}
\sigma_0^2 + (1 + \frac{1}{4n_1})\sigma_1^2 & -\sigma_0^2 + \sigma_2^2 & \sigma_0^2 - \sigma_1^2 \\
\sigma_0^2 + \sigma_2^2 & \frac{\sigma_0^2}{2n_0} + \sigma_1^2 & \frac{\sigma_0^2}{2n_0} - \sigma_2^2 \\
\sigma_0^2 - \sigma_1^2 & \frac{\sigma_0^2}{2n_0} - \sigma_2^2 & 1 - \frac{3}{4n_1}\sigma_0^2 + \sigma_1^2 \\
\end{pmatrix}
\end{align*}
\]

where \( \mu = \mu_0 - \mu_1 \).

Proof. See the Appendix.

6 Leave-one-out Error Estimator

By virtue of the relation \( E[\hat{e}_i] = E[\epsilon_{i,n_i-1}] \), for \( i = 0, 1 \), the first moment of the leave-one-out error estimator can be obtained by using Theorem 1, while replacing \( \alpha_i \) by \( \hat{\alpha}_i \) and \( n_i \) by \( n_i - 1 \), for \( i = 0, 1 \). As for the second moment of the leave-one-out error estimator and its cross-moment with the actual classification error, they can be written exactly in the univariate Gaussian case according to the following two theorems, respectively.

**Theorem 6** Under the univariate heteroskedastic Gaussian sampling model,

\[
E[(\hat{e}_i)^2] = \frac{\hat{\alpha}_0^2}{n_0} \left[ P(Z^I < 0) + P(Z^I \geq 0) \right] + \frac{\hat{\alpha}_1^2}{n_1} \left[ P(Z^{III} < 0) + P(Z^{III} \geq 0) \right]
+ \frac{\hat{\alpha}_0^2 n_0 - 1}{n_0} \left[ P(Z^{III}_0 < 0) + P(Z^{III}_0 \geq 0) + P(Z^{III}_1 < 0) + P(Z^{III}_1 \geq 0) \right]
+ \frac{\hat{\alpha}_1^2 n_1 - 1}{n_1} \left[ P(Z^{IV}_0 < 0) + P(Z^{IV}_0 \geq 0) + P(Z^{IV}_1 < 0) + P(Z^{IV}_1 \geq 0) \right]
+ 2\hat{\alpha}_0 \hat{\alpha}_1 \left[ P(Z^V_0 < 0) + P(Z^V_0 \geq 0) + P(Z^V_1 < 0) + P(Z^V_1 \geq 0) \right]
\]

where \( Z^I \) and \( Z^{III} \) are defined in Theorem 1, but with \( n_i \) replaced by \( n_i - 1 \), for \( i = 0, 1 \), and \( Z^j_i \), for \( i = 0, 1 \) and \( j = III, IV, V \), are 4-variate Gaussian random vectors with means and covariance matrices as follows:

\[
\begin{align*}
\mu_{Z^{III}_0} &= \begin{bmatrix} \mu/2 \\ -\mu \\ \mu/2 \end{bmatrix}, \quad 
\mu_{Z^{III}_1} &= \begin{bmatrix} -\mu/2 \\ \mu \\ -\mu/2 \end{bmatrix}, \quad 
\mu_{Z^{IV}_0} = \mu_{Z^{III}_0}, \quad \mu_{Z^{IV}_1} = \mu_{Z^{III}_1} \\
\mu_{Z^{V}_0} = \mu_{Z^{III}_0}, \quad \mu_{Z^{V}_1} = \mu_{Z^{III}_1}
\end{align*}
\]
\[ \Sigma Z_{0}^{IV} = \begin{pmatrix} \sigma_0^2 + \frac{1}{4(n_0-1)} \sigma_1^2 & \sigma_0^2 - \frac{1}{2(n_0-1)} \sigma_1 - \frac{1}{2n_1} \\ \sigma_0^2 - \frac{1}{2(n_0-1)} \sigma_1 + \frac{1}{n_0} & \sigma_0^2 + \frac{1}{4n_1} & \sigma_0^2 - \frac{1}{4(n_0-1)}^2 - \frac{1}{2n_1} \\ \sigma_0^2 - \frac{1}{2(n_0-1)} \sigma_1 + \frac{1}{n_0} & \sigma_0^2 + \frac{1}{4n_1} & \sigma_0^2 - \frac{1}{4(n_0-1)}^2 - \frac{1}{2n_1} \end{pmatrix} \]

\[ \Sigma Z_{1}^{IV} = \begin{pmatrix} \sigma_0^2 + \frac{1}{4(n_0-1)} \sigma_1^2 & \sigma_0^2 - \frac{1}{2(n_0-1)} \sigma_1 - \frac{1}{2n_1} \\ \sigma_0^2 - \frac{1}{2(n_0-1)} \sigma_1 + \frac{1}{n_0} & \sigma_0^2 + \frac{1}{4n_1} & \sigma_0^2 - \frac{1}{4(n_0-1)}^2 - \frac{1}{2n_1} \\ \sigma_0^2 - \frac{1}{2(n_0-1)} \sigma_1 + \frac{1}{n_0} & \sigma_0^2 + \frac{1}{4n_1} & \sigma_0^2 - \frac{1}{4(n_0-1)}^2 - \frac{1}{2n_1} \end{pmatrix} \]

where \( \mu = \mu_0 - \mu_1 \).

Proof. See the Appendix.
Theorem 7 Under the univariate heteroskedastic Gaussian sampling model,

\[
E[e^I] = \alpha_0 \hat{\alpha}_0 \left[ P(Z^I_0 < 0) + P(Z^I_0 \geq 0) + P(Z^I_1 < 0) + P(Z^I_1 \geq 0) \right] \\
+ \alpha_1 \hat{\alpha}_1 \left[ P(Z^II_0 < 0) + P(Z^II_0 \geq 0) + P(Z^II_1 < 0) + P(Z^II_1 \geq 0) \right] \\
+ \alpha_1 \hat{\alpha}_0 \left[ P(Z^III_0 < 0) + P(Z^III_0 \geq 0) + P(Z^III_1 < 0) + P(Z^III_1 \geq 0) \right] \\
+ \alpha_1 \hat{\alpha}_1 \left[ P(Z^IV_0 < 0) + P(Z^IV_0 \geq 0) + P(Z^IV_1 < 0) + P(Z^IV_1 \geq 0) \right] 
\]  

(32)

where \(Z^i_j\), for \(i = 0, 1\) and \(j = I, \ldots, IV\), are 4-variate Gaussian random vectors with means and covariance matrices as follows:

\[
\mu_{Z^I_0} = \begin{bmatrix} \frac{\mu}{2} \\ -\mu \end{bmatrix}, \mu_{Z^I_1} = \begin{bmatrix} \frac{\mu}{2} \\ -\mu \end{bmatrix}, \mu_{Z^II_0} = \begin{bmatrix} \frac{-\mu}{2} \\ \mu \end{bmatrix}, \mu_{Z^II_1} = \begin{bmatrix} \frac{-\mu}{2} \\ \mu \end{bmatrix}, \mu_{Z^III_0} = \mu_{Z^III_1} = \mu_{Z^IV_0} = \mu_{Z^IV_1} 
\]

\[
\Sigma_{Z^I_0} = \begin{pmatrix} \sigma^2 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \end{pmatrix} 
\]

\[
\Sigma_{Z^I_1} = \begin{pmatrix} (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} \end{pmatrix} 
\]

\[
\Sigma_{Z^II_0} = \begin{pmatrix} \sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \end{pmatrix} 
\]

\[
\Sigma_{Z^II_1} = \begin{pmatrix} (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & (1 + \frac{1}{4n_0})\sigma^2_0 + \frac{\sigma^2}{4n_1} \end{pmatrix} 
\]

\[
\Sigma_{Z^III_0} = \begin{pmatrix} \sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \end{pmatrix} 
\]

\[
\Sigma_{Z^III_1} = \begin{pmatrix} \sigma^2_0 + (1 + \frac{1}{4(n_0 - 1)})\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \end{pmatrix} 
\]

\[
\Sigma_{Z^IV_0} = \begin{pmatrix} \sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \\
\sigma^2 & \sigma^2 & \sigma^2 & \sigma^2 \end{pmatrix} 
\]

\[
\Sigma_{Z^IV_1} = \begin{pmatrix} \sigma^2_0 + (1 + \frac{1}{4(n_1 - 1)})\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \\
\sigma^2_0 & \sigma^2_0 & \sigma^2_0 & \sigma^2_0 \end{pmatrix} 
\]
Determine ahead of time the minimum sample size necessary to obtain a desired degree of estimation accuracy. When reporting an estimate, it would be beneficial to state how accurate the estimate is because we do not know the true error of the classifier. Knowledge of estimation accuracy rests with the accuracy of the error estimation rule, which is most commonly judged by the RMS. In any experimental situation, it would be useful to determine ahead of time the minimum sample size necessary to obtain a desired degree.

\[ \Sigma_{z_0^m}^{m} = \begin{pmatrix} \frac{\sigma_0^2}{4n_0} + \frac{1}{4n_1} \sigma_1^2 & -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{2n_1} & -\frac{\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\ \frac{\sigma_0^2}{4n_0} + \frac{1}{4n_1} \sigma_1^2 & -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{2n_1} & -\frac{\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\ \frac{\sigma_0^2}{4n_0} + \frac{1}{4n_1} \sigma_1^2 & -\frac{\sigma_0^2}{2n_0} + \frac{\sigma_1^2}{2n_1} & -\frac{\sigma_0^2}{4n_0} + \frac{\sigma_1^2}{4n_1} & -\frac{\sigma_0^2}{2n_0} - \frac{\sigma_1^2}{2n_1} \\ \end{pmatrix} \]

where \( \mu = \mu_0 - \mu_1 \).

**Proof.** See the Appendix.

Figure 1 provides graphs of the basic performance measures for resubstitution and leave-one-out as a function of sample size in the balanced case, \( n_0 = n_1 = n \). To generate the results, two Gaussian densities with different means \( \mu_1 = -\mu_0 = 1 \) and unequal variances \( \sigma_0^2 = 1 \), \( \sigma_1^2 = 4 \) have been employed. The optimal linear classifier error in this example is 0.2335. The different parts of the figure show bias, deviation variance, correlation coefficient, and RMS.

### 7 RMS Bounds

When one designs a classifier and reports an error estimate, there is no way to tell how accurate the estimate is because we do not know the true error of the classifier. Knowledge of estimation accuracy rests with the accuracy of the error estimation rule, which is most commonly judged by the RMS. When reporting an estimate, it would be beneficial to state some bounds on the RMS. In addition, as in any experimental situation, it would be useful to determine ahead of time the minimum sample size necessary to obtain a desired degree.
Fig. 1. Performance measures for resubstitution and leave-one-out as a function of sample of sample size for LDA in the univariate model: (a) mean errors and actual error, (b) correlation coefficient with actual error, (c) deviation variance, (d) RMS.

of estimation accuracy. In this vein, some recommendations on sample size requirements have been provided in the literature [26, 27]. In particular, if one has a bound on the RMS in terms of sample size, then the required sample size for a desired RMS can be obtained. There exist some distribution-free bounds for some classification rules [7, 8, 28]; however, these bounds tend to be very loose and therefore of limited practical value. For instance, for resubstitution and the histogram rule we have the bound $\text{RMS}[^{\hat{\epsilon}}] \leq \sqrt{\frac{6k}{n_0 + n_1}}$, where $k$ is the maximum number of fixed partitions of the feature space [28]. Taking $k = 10$ and $k = 20$ with $n_0 + n_1 = 100$, then the bounds are 0.77 and 1.09, respectively, both being of no practical value.

Now consider leave-one-out, resubstitution and LDA in the model class we have been considering. Consider two equal univariate Gaussian distributions with means $\mu_1 = -\mu_0 = 1$ and $\sigma_0 = \sigma_1 = 1$. Using the RMS expressions obtained in this paper, the RMS versus Bayes error curves are shown in Fig. 2 for different sample sizes and balanced design, $n_0 = n_1 = n$. We see that RMS is an increasing function of the Bayes error, $\epsilon_{\text{bay}}$. Letting $\kappa_\epsilon(n, \tau) = \max_{\epsilon_{\text{bay}} \leq \tau} \text{RMS}[\hat{\epsilon}]$ for $n_0 = n_1 = n$ and $\hat{\epsilon} = \hat{\epsilon}^r, \hat{\epsilon}^l$, we have the bounds $\text{RMS}[\hat{\epsilon}^r] \leq \kappa_\epsilon(20, 0.5) = 0.145$ and $\text{RMS}[\hat{\epsilon}^r] \leq \kappa_\epsilon(30, 0.5) = 0.065$ for $n = 30$. 
From a practical perspective, given a desired RMS, the required sample size can be determined. If one desires that the RMS be bounded by $\eta$, then one needs only find the minimum value of $n$ so that $\kappa_n(n,0.5) \leq \eta$ where $\hat{\epsilon} = \hat{\epsilon}_r, \hat{\epsilon}_l$. Table 1 shows the required sample size calculated using this scheme for a balanced design ($n_0 = n_1 = n$). Note that the required sample size in Table 1 does not depend on the actual value of the common variance, a peculiar result of the equal-variance model class being considered. In the univariate case, the number of samples needed to achieve a given $\kappa_n(n,0.5)$ is much higher than $\kappa_n(n,0.5)$, which is evident in Fig. 2, owing to the abrupt increase of RMS[$\hat{\epsilon}_l$] for large $\epsilon_{bay}$. While RMS[$\hat{\epsilon}_l$] $\approx$ RMS[$\hat{\epsilon}_r$] when $\epsilon_{bay} \leq 0.35$, since we do not know the true error, the bound for RMS[$\hat{\epsilon}_l$] must take into account the possibility $\epsilon_{bay} > 0.35$. It is instructive (although not directly analogous) to compare the sample sizes determined from Table 1 with those determined from the histogram-rule bound RMS[$\hat{\epsilon}_r$] $\leq \sqrt{\frac{6k}{n_0+n_1}}$ to achieve a given RMS, say 0.1. For the latter bound with $k = 10$ and $k = 20$, we need in excess of 3000 and 6000 sample points in each class, respectively, whereas from Table 1 we need 13 sample points in each class for univariate LDA and resubstitution.

Table 1
Minimum sample size, $n$, ($n_0 = n_1 = n$) for desired $\kappa(n,0.5)$ in univariate case.

<table>
<thead>
<tr>
<th>$\kappa(n,0.5)$</th>
<th>resub</th>
<th>loo</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.050</td>
<td>51</td>
<td>793</td>
</tr>
<tr>
<td>0.060</td>
<td>36</td>
<td>403</td>
</tr>
<tr>
<td>0.070</td>
<td>26</td>
<td>230</td>
</tr>
<tr>
<td>0.080</td>
<td>20</td>
<td>143</td>
</tr>
<tr>
<td>0.090</td>
<td>16</td>
<td>95</td>
</tr>
<tr>
<td>0.100</td>
<td>13</td>
<td>67</td>
</tr>
</tbody>
</table>
In this section, we demonstrate the practical use of RMS bounds in the case of classification using gene-expression data from a breast-cancer study that analyzed 295 gene-expression microarrays containing a total of 25760 transcripts on each [29]. Discrimination is between good versus bad prognosis. Here we design of a classifier based on a single gene. Using resubstitution, from Table 1, we need 20 sample points for each class to have $\kappa_{r^i}(n, 0.5) = 0.08$. This bound does not apply to leave-one-out; indeed, $\kappa_{l^i}(20, 0.5) > 0.13$. However, as explained previously, if it happens that $\epsilon_{bay} < 0.35$ then $\text{RMS}[\hat{e}^l] \approx \text{RMS}[\hat{e}]$, so that $\kappa_{l^i}(20, 0.35) \approx \kappa_{r^i}(20, 0.35) < \kappa_{r^i}(20, 0.5) = 0.08$ also. This example will elucidate this situation because we will have an accurate estimate of the true error. We consider the total of 295 gene-expression profiles for 70 genes from the 295 microarrays as the population and draw a random sample of size 40 with $n_0 = n_1 = 20$. Using the 40 sample points selected, we applied the t-test to find the differentially expressed genes among the 70 genes. Results of the t-test on the sample showed 35 genes to be differentially expressed among the 70 genes. Then the Shapiro-Wilk test (using the R statistical software) was applied on these 35 genes to test the normality of each gene at significance level 0.95. Note that to do so, only the 40 points taken randomly from the whole population were considered, so as to reflect the situation that no additional data are available in practice. The test did not reject the Gaussianity assumption of 26 genes out of the 35 genes previously selected by the t-test. Although not necessary from the theory, the F-test for equality of variances of both classes was performed on these 26 selected genes to test the equality of variances of each gene across the classes. The result of the F-test reduced the number of genes to 13. In sum, these 13 genes are those that show significant different expressions between two classes (by t-test), are close to normal (by Shapiro-Wilk test), and have close to equal variances in the two classes (by F-test). These genes are shown in Table 2. The last column of this table shows the hold out estimate using 190 hold-out points selected from the 255 remaining sample points to reflect the equal prior probability of the classes, as was done for training. With 190 hold-out points, one can expect the hold-out estimate to be very accurate. Comparing the values of hold-out in these examples with those of the estimators themselves, we conclude that both resubstitution and leave-one-out have reasonably estimated the true error. We would certainly have expected this owing to the RMS bound on resubstitution and, as we see the true errors are less than 0.35, so that the Bayes errors must also be less than 0.35, in hindsight we expect this from leave-one-out. In practice, of course, we do not have a population based evaluation of the true error, so that a conservative approach requires taking $\kappa_{r^i}(n, 0.5)$ as the bound.

8 Conclusion

In this paper we have provided exact representation for the main performance criteria, bias, variance, and RMS, for resubstitution and leave-one-out for LDA in a univariate heteroskedastic Gaussian model. The generality of heteroskedasticity is a fundamental feature of the work presented in this paper, which distinguishes it from past work. Since the de-
Table 2
Genes selected using the validity-goodness model selection criterion.

<table>
<thead>
<tr>
<th>genes</th>
<th>resubs error</th>
<th>loo error</th>
<th>hold-out</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contig46218_RC</td>
<td>0.225</td>
<td>0.225</td>
<td>0.260</td>
</tr>
<tr>
<td>NM_016359</td>
<td>0.200</td>
<td>0.200</td>
<td>0.211</td>
</tr>
<tr>
<td>Contig28552_RC</td>
<td>0.300</td>
<td>0.300</td>
<td>0.250</td>
</tr>
<tr>
<td>Contig32125_RC</td>
<td>0.350</td>
<td>0.375</td>
<td>0.358</td>
</tr>
<tr>
<td>AB037863</td>
<td>0.275</td>
<td>0.275</td>
<td>0.331</td>
</tr>
<tr>
<td>NM_020974</td>
<td>0.275</td>
<td>0.275</td>
<td>0.255</td>
</tr>
<tr>
<td>Contig55377_RC</td>
<td>0.225</td>
<td>0.225</td>
<td>0.233</td>
</tr>
<tr>
<td>Contig25991</td>
<td>0.325</td>
<td>0.325</td>
<td>0.315</td>
</tr>
<tr>
<td>NM_006101</td>
<td>0.325</td>
<td>0.325</td>
<td>0.282</td>
</tr>
<tr>
<td>NM_003239</td>
<td>0.325</td>
<td>0.325</td>
<td>0.293</td>
</tr>
<tr>
<td>NM_01644</td>
<td>0.325</td>
<td>0.325</td>
<td>0.298</td>
</tr>
<tr>
<td>NM_001809</td>
<td>0.225</td>
<td>0.250</td>
<td>0.173</td>
</tr>
<tr>
<td>NM_004702</td>
<td>0.225</td>
<td>0.225</td>
<td>0.239</td>
</tr>
</tbody>
</table>

Derived expressions depend on the actual class variances, in practice, when the variances are not known, one may replace them by the sample variances and obtain approximate results (which converge to the exact results as sample size increases). An obvious, desirable extension of the present work would be to extend these results to the multivariate case when the covariance matrices are known and distinct.
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Appendix

9 Proof of Theorem 1

From (4), it follows that

\[ P(W(X_0, X_1, X) \leq 0 \mid X \in \Pi_0) = P(X - X < 0, X_0 - X_1 > 0) + P(X - X \geq 0, X_0 - X_1 < 0) \]

(34)

where \( \bar{X} = \frac{X_0 + X_1}{2} \). Expanding \( X_0 \) and \( X_1 \) as \( \frac{1}{n_0} \sum_{i=1}^{n_0} X_i \) and \( \bar{X}_1 = \frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} \) results in

\[ P(W(\bar{X}_0, \bar{X}_1, X) \leq 0 \mid X \in \Pi_0) = P(Z^I < 0) + P(Z^I \geq 0) \]  

(35)

where \( Z^I = AY \), in which \( Y = [X, X_1, \ldots, X_{n_0}, X_{n_0+1}, \ldots, X_{n_0+n_1}]^T \) and

\[
A = \begin{pmatrix}
1 & -\frac{1}{2n_0} & -\frac{1}{2n_0} & \cdots & -\frac{1}{2n_0} & -\frac{1}{2n_1} & \cdots & -\frac{1}{2n_1} \\
0 & -\frac{1}{n_0} & -\frac{1}{n_0} & \cdots & -\frac{1}{n_0} & \frac{1}{n_1} & \cdots & \frac{1}{n_1} \\
\end{pmatrix}
\]

(36)

Therefore, \( Z^I \) is a Gaussian random vector with mean \( A\mu_Y \) and covariance matrix \( A\Sigma_Y A^T \).

Plugging in the values of \( \mu_Y = [\mu_0\mathbf{1}_{n_0+1}, \mu_1\mathbf{1}_{n_1}]^T \) and \( \Sigma_Y = \text{diag}(\sigma_0^2\mathbf{1}_{n_0+1}, \sigma_1^2\mathbf{1}_{n_1}) \) leads to the expression stated in Theorem 1. Evaluating the mean and covariance matrix of vector \( Z^{II} \) stated in the theorem is entirely similar, by considering \( P(W(\bar{X}_0, \bar{X}_1, X) > 0 \mid X \in \Pi_1, \bar{X}_0, \bar{X}_1) \).

10 Proof of Theorem 2

We expand the first term in (15); the other terms are similar. Using (4), we have
Expanding the expression stated in Theorem 2. Evaluating the means and covariance matrices of \( \mu \) and \( \Sigma \) in which \( \bar{X} \), \( \bar{Y} \), and \( \bar{Z} \) respectively, results in

\[
P(W(\bar{X}_0, \bar{X}_1, X) \leq 0, W(\bar{X}_0, \bar{X}_1, X') \leq 0 \mid X, X' \in \Pi_0) =
\]

\[
P(\bar{X} - X \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X' - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0) +
\]

\[
P(\bar{X} - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 > 0, X' - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 \geq 0) +
\]

\[
P(\bar{X} - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X' - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0) +
\]

\[
P(\bar{X} - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0, X' - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0) =
\]

\[
P(\bar{X} - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X' - \bar{X} \geq 0) +
\]

\[
P(\bar{X} - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0, X' - \bar{X} \geq 0)
\]

Expanding \( \bar{X}_0, \bar{X}_1, \) and \( \bar{X} \) as \( \frac{1}{n_0} \sum_{i=1}^{n_0} X_i \), \( \frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} X_i \), and \( \frac{\bar{X}_0 + \bar{X}_1}{2} \), respectively, results in

\[
P(W(\bar{X}_0, \bar{X}_1, X) \leq 0, W(\bar{X}_0, \bar{X}_1, X') \leq 0 \mid X, X' \in \Pi_0) =
\]

\[
P(Z^I < 0) + P(Z^I \geq 0)
\]

where \( Z^I = AY \) in which \( Y = [X, X', X_1, \ldots, X_{n_0}, X_{n_0+1}, \ldots, X_{n_0+n_1}]^T \) and

\[
A = \begin{pmatrix}
1 & 0 & -\frac{1}{2n_0} & -\frac{1}{2n_0} & \ldots & -\frac{1}{2n_0} & -\frac{1}{2n_1} & \ldots & -\frac{1}{2n_1} \\
0 & 0 & -\frac{1}{n_0} & -\frac{1}{n_0} & \ldots & -\frac{1}{n_0} & \frac{1}{n_1} & \ldots & \frac{1}{n_1} \\
0 & 1 & -\frac{1}{2n_0} & -\frac{1}{2n_0} & \ldots & -\frac{1}{2n_0} & -\frac{1}{2n_1} & \ldots & -\frac{1}{2n_1}
\end{pmatrix}
\]

Therefore, \( Z^I \) is a Gaussian random vector with mean \( A \mu_Y \) and covariance matrix \( A \Sigma_Y A^T \). Plugging in the values of \( \mu_Y = [\mu_0 \mathbf{1}_{n_0+2}, \mu_1 \mathbf{1}_{n_1}]^T \) and \( \Sigma_Y = \text{diag}(\sigma^2_0 \mathbf{1}_{n_0+2}, \sigma^2_1 \mathbf{1}_{n_1}) \) leads to the expression stated in Theorem 2. Evaluating the means and covariance matrices of \( Z^{II} \) and \( Z^{III} \) stated in the theorem is entirely similar by considering the corresponding terms in (15).

11 Proof of Theorem 3

We expand the first term in (16); the other term is similar. Using (4), we have

\[
P(W(\bar{X}_0, \bar{X}_1, X_1) \leq 0) = P(X_1 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 > 0) + P(X_1 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0)
\]

where \( \bar{X} = \frac{X_0 + X_1}{2} \). Expanding \( \bar{X}_0 \) and \( \bar{X}_1 \) as \( \frac{1}{n_0} \sum_{i=1}^{n_0} X_i \) and \( \bar{X}_1 = \frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} X_i \) results in the Gaussian vector \( Z^I \) with the mean and covariance matrix stated in Theorem 3.
12 Proof of Theorem 4

We expand the first term in (17); the other terms are similar. Using (4), we have

\[
P(W(\bar{X}_0, \bar{X}_1, X) \leq 0, W(\bar{X}_0, \bar{X}_1, X_2) \leq 0) =
\]

\[
P(X_1 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_2 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0) +
\]

\[
P(X_1 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 > 0, X_2 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0) +
\]

\[
P(X_1 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_2 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0) +
\]

\[
P(X_1 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0, X_2 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0) =
\]

\[
P(X_1 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_2 - \bar{X} \geq 0) +
\]

\[
P(X_1 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 > 0, X_2 - \bar{X} < 0)
\]

Expanding \(\bar{X}_0, \bar{X}_1, \) and \(\bar{X}\) as \(\frac{1}{n_0} \sum_{i=1}^{n_0} X_i\), \(\frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} X_i\), and \(\frac{X_{n_0+n_1}}{2}\), respectively, results in the Gaussian vector \(Z^{III}\) with the mean and covariance matrix stated in Theorem 4.

13 Proof of Theorem 5

We expand the first term in (18); the other terms are similar. Using (4), we have

\[
P(W(\bar{X}_0, \bar{X}_1, X) \leq 0, W(\bar{X}_0, \bar{X}_1, X_1) \leq 0 \mid X \in \Pi_0) =
\]

\[
P(X - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_1 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0) +
\]

\[
P(X - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 > 0, X_1 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0) +
\]

\[
P(X - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_1 - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0) +
\]

\[
P(X - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0, X_1 - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0) =
\]

\[
P(X - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_1 - \bar{X} \geq 0) +
\]

\[
P(X - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 > 0, X_1 - \bar{X} < 0)
\]

Expanding \(\bar{X}_0, \bar{X}_1, \) and \(\bar{X}\) as \(\frac{1}{n_0} \sum_{i=1}^{n_0} X_i\), \(\frac{1}{n_1} \sum_{i=n_0+1}^{n_0+n_1} X_i\), and \(\frac{X_{n_0+n_1}}{2}\), respectively, results in the Gaussian vector \(Z^I\) with the mean and covariance matrix stated in Theorem 5.
14 Proof of Theorem 6

As described in section 3, the equation corresponding to (17) for the leave-one-out case can be obtained by replacing $W(X_0, X_1, X_i)$ by $W^{(i)}(X_0, X_1, X_i)$ throughout. Here, we expand the first term in this equation; the other terms are similar.

\[
P(W^{(1)}(\bar{X}_0, \bar{X}_1, X_1)) \leq 0, W^{(2)}(\bar{X}_0, \bar{X}_1, X_2) \leq 0 = \\
P(X_1 - \bar{X}^{(1)} \geq 0, X_0^{(1)} - X_1 < 0, X_2 - \bar{X}^{(2)} \geq 0, X_0^{(2)} - \bar{X}_1 < 0) + \\
P(X_1 - \bar{X}^{(1)} < 0, X_0^{(1)} - X_1 \geq 0, X_2 - \bar{X}^{(2)} < 0, X_0^{(2)} - \bar{X}_1 \geq 0) + \\
P(X_1 - \bar{X}^{(1)} \geq 0, X_0^{(1)} - X_1 < 0, X_2 - \bar{X}^{(2)} < 0, X_0^{(2)} - \bar{X}_1 \geq 0) + \\
P(X_1 - \bar{X}^{(1)} < 0, X_0^{(1)} - X_1 \geq 0, X_2 - \bar{X}^{(2)} \geq 0, X_0^{(2)} - \bar{X}_1 < 0)
\]

Expanding $\bar{X}_0^{(j)}$, $\bar{X}_1$, and $\bar{X}^{(j)}$ as $\frac{1}{n_o - 1} \sum_{i=1}^{n_o} X_i - \frac{X_i}{n_o - 1}$, $\frac{1}{n_1} \sum_{i=n_o+1}^{n_1} X_i$, and $\frac{\bar{X}_0^{(j)} + \bar{X}_1}{2}$, respectively, results in the Gaussian vectors $Z_0^\Pi$ and $Z_1^\Pi$ with the means and covariance matrices stated in Theorem 6. Evaluating the means and covariance matrices of $Z_l^I$, $Z_l^II$, $Z_l^IV$, and $Z_l^V$, $l = 0, 1$ stated in the theorem is entirely similar.

15 Proof of Theorem 7

As described in section 3, the equation corresponding to (18) for the leave-one-out case can be obtained by replacing $W(X_0, X_1, X_i)$ by $W^{(i)}(X_0, X_1, X_i)$ throughout. Here, we expand the first term in this equation; the other terms are similar.

\[
P(W(X_0, \bar{X}_1, X) \leq 0, W^{(1)}(\bar{X}_0, \bar{X}_1, X_1) \leq 0 | X \in \Pi_0) = \\
P(X - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_1 - \bar{X}^{(1)} \geq 0, \bar{X}_0^{(1)} - \bar{X}_1 < 0 | X \in \Pi_0) + \\
P(X - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0, X_1 - \bar{X}^{(1)} < 0, \bar{X}_0^{(1)} - \bar{X}_1 \geq 0 | X \in \Pi_0) + \\
P(X - \bar{X} \geq 0, \bar{X}_0 - \bar{X}_1 < 0, X_1 - \bar{X}^{(1)} < 0, \bar{X}_0^{(1)} - \bar{X}_1 \geq 0 | X \in \Pi_0) + \\
P(X - \bar{X} < 0, \bar{X}_0 - \bar{X}_1 \geq 0, X_1 - \bar{X}^{(1)} \geq 0, \bar{X}_0^{(1)} - \bar{X}_1 < 0 | X \in \Pi_0)
\]

Expanding $\bar{X}_0$, $\bar{X}_0^{(j)}$, $\bar{X}_1$, $\bar{X}$, and $\bar{X}^{(j)}$ as $\frac{1}{n_o} \sum_{i=1}^{n_o} X_i$, $\frac{1}{n_0 - 1} \sum_{i=n_o+1}^{n_1} X_i - \frac{X_i}{n_o - 1}$, $\frac{1}{n_1} \sum_{i=n_o+1}^{n_1} X_i$, $\frac{\bar{X}_0^{(j)} + \bar{X}_1}{2}$, and $\frac{\bar{X}_0^{(j)} + \bar{X}_1}{2}$, respectively, results in the Gaussian vectors $Z_0^\Pi$ and $Z_1^\Pi$ with the means and covariance matrices stated in Theorem 7. Evaluating the means and covariance matrices of $Z_l^II$, $Z_l^III$, and $Z_l^IV$, $l = 0, 1$ stated in the theorem is entirely similar.
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