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Abstract

In this paper, we describe an iterative heuristic technique to improve the quality of results obtained during two-level logic minimization using ESPRESSO. Although ESPRESSO minimizes the number of cubes in the solution effectively, there are several problem instances where its results are worse than the Quine-McCluskey based exact minimization technique. Our technique is designed to improve the results of ESPRESSO while utilizing ESPRESSO’s Unate Recursive Paradigm based optimization heuristics, on account of their simplicity and power. Our technique is based on performing a series of iterations of ESPRESSO, in each of which we extract a number of cubes and append them into a HYPER-COVER. For the given (and subsequent) iterations of ESPRESSO, these cubes are considered as don’t care cubes. A greater number of don’t cares results in more and/or different reductions being explored by ESPRESSO, allowing possibly new expansions subsequently. By effectively selecting the number of iterations performed by our heuristic, we can trade off the improvement in solution quality against the run-time of our algorithm. We have implemented several variants of our iterative algorithm, and have compared their effectiveness. We show that with a small number of iterations, our technique is able to improve on the number of cubes in the solution, with an acceptable run-time overhead. The best variant is able to improve the ESPRESSO cube count by up to 18%, with an acceptable increase in run-time. In 58 examples where the ESPRESSO results can be potentially improved, one of the variants of our algorithm demonstrated better results than ESPRESSO for 27 cases.

1 Introduction

The objective of a two level minimizer is to find a sum-of-products representation with a minimal number of implicants while preserving functionality. Quine and McCluskey [1, 2] provided an algorithm to find the minimum cube cover for a given logic function. However, this algorithm requires the solution of the unate covering problem on a matrix which can have an exponential number of rows and columns. In practice, this method often times out on reasonable sized covers. Newer exact methods [3] improve performance, but are still fundamentally limited by the problem complexity. As a result, heuristic algorithms are typically utilized for two level minimization. ESPRESSO [4] is a heuristic two level logic minimization tool based on the Unate Recursive Paradigm. The minimization results of ESPRESSO are typically near optimal, with dramatically reduced run-times compared to the exact technique. In spite of the fact that ESPRESSO was developed about 20 years ago, this technique has been hard to improve on in terms of speed and quality of results.

In this paper, we describe our technique to bridge the gap between the results of an exact minimization tool and ESPRESSO, with the motivation that there may be situations where a designer would be prepared to spend additional computational resources to obtain a better cover. Our approach is iterative in nature, and based on the ESPRESSO algorithm at the core. The ESPRESSO routine is augmented by iteratively extracting a selected subset of primes of the cover, removing them from the on-set and adding them to the don’t care set of the function. This allows the REDUCE algorithm of ESPRESSO to find better reductions of the cover, resulting in better overall results. We demonstrate that by performing a few iterations in this manner, we can obtain better results than ESPRESSO, with an acceptable run-time increase.

The remainder of this paper is organized as follows. Section 2 gives the motivation behind our algorithm. Section 3 gives a brief description of the Espresso algorithm while Section 4 describes the our algorithm. Section 5 describes 2 variants of our basic algorithm whereas Section 6 presents the results of our algorithms as compared to both Espresso and the exact methods. Finally we conclude with Section 7.

2 Motivation

Exact two-level logic minimization produces a minimum cover for a given logic function. This is done by reducing the original cover to a set of prime implicants, and then solving a unate covering problem where the columns are the \( O(\frac{m}{n}) \) primes and the rows are \( O(2^n) \) minterms, resulting in a problem that is potentially doubly exponential in size. ESPRESSO is a heuristic algorithm which produces a near optimum solution in a fraction of the time, using an efficient Unate Recursive Paradigm. For small functions, ESPRESSO usually produces the minimum cover. However, for large functions, its solution may not be optimum. The motivation behind our algorithm is to obtain a solution closer to the minimum solution, with an acceptably higher run-time. Such an algorithm would be desirable when a designer may have additional computational resources at hand, and require a solution which is as close to optimum as possible. Our technique allows the user to explore this tradeoff.

Table 1 provides a concrete validation of these observations,
by comparing the exact and ESPRESSO algorithms for a few benchmark circuits from the MCNC91 benchmark suite. We observe that for the 7 examples in which both the methods complete, ESPRESSO typically produces results with a comparable number of cubes, while requiring dramatically lower run-times. The exact technique times out for the larger designs, and requires up to two orders of magnitude higher run-times than ESPRESSO for the others.

Based on Table 1, we motivate our work by observing that it would be desirable to come up with a technique which would improve the results of ESPRESSO, with an acceptably higher run-time than ESPRESSO. This would help bridge the gap between ESPRESSO and the exact technique. Note that for the pdc example, ESPRESSO produces a solution with 145 cubes while the exact method produces a solution with 96 cubes. Our goal is to bridge this gap in solution quality. Such a large difference in results is rare, however.

3 Basic ESPRESSO Algorithm

The ESPRESSO [4, 5] procedure for two level logic minimization is shown in Algorithm 1.

Algorithm 1 ESPRESSO(ε)

\[
(F, D, R) \leftarrow \text{DECODE}(c)
\]
\[
F \leftarrow \text{EXPAND}(F, R)
\]
\[
F \leftarrow \text{IRREDUNDANT}(F, D)
\]
\[
E \leftarrow \text{ESSENTIAL_PRIMES}(F, D)
\]
\[
F \leftarrow F - E; D \leftarrow D + E
\]
repeat
\[
F \leftarrow \text{REDUCE}(F, D)
\]
\[
F \leftarrow \text{EXPAND}(F, R)
\]
\[
F \leftarrow \text{IRREDUNDANT}(F, D)
\]
until not fewer terms in F

//LASTGASP
\[
G \leftarrow \text{REDUCE, GASP}(F, D)
\]
\[
G \leftarrow \text{EXPAND}(G, R)
\]
\[
F \leftarrow \text{IRREDUNDANT}(F + G, D)
\]

//LASTGASP
until G = 0
\[
F \leftarrow F + E; D \leftarrow D - E
\]
\[
\text{LOWER, OUTPUT}(F, D)
\]
\[
\text{RAISE, INPUTS}(F, R)
\]
\[
\text{error} \leftarrow (F_{\text{odd}} \not\in F) \lor (F \not\in F_{\text{odd}} + D)
\]
\[
\text{return}(F, \text{error})
\]

ESPRESSO is based on the unate recursive paradigm [4]. Each of the core routines (REDUCE, EXPAND and IRREDUNDANT) in ESPRESSO are based on recursively splitting a function until unate leaves are obtained. The operation in question is then performed on the unate leaves, and the results recursively merged upwards to obtain the final result.

The core routines used in Espresso are briefly described below:

- **EXPAND**: Cubes are expanded, one at a time, by blocking them against the offset. All possible expansions of the cube are implicitly computed in this manner, and represented as a unate function. The expansion that covers most other cubes is selected.
- **IRREDUNDANT**: The main purpose of irredundant is to eliminate redundant cubes. IRREDUNDANT finds a minimal subset of cubes of a cover, such that this subset is also a valid cover. We construct a unate function g with each variable representing a cube of F, and whose value is a logic 1 iff the set of cubes represented by g is a cover of \((F, D, R)\). By selecting the largest cube of g, we find the minimal irredundant cover of \((F, D, R)\).
- **REDUCE**: To avoid the possibility of getting stuck in a locally minimum solution, we reduce the irredundant cover, and iterate on the EXPAND / IRREDUNDANT routines. This allows EXPAND, which is capable of finding good expansions, to operate on a different cover, allowing us to exit from locally minimum solutions.

Reduction is order dependent, and maximally reduces cubes in some order so as to maintain a cover of \((F, D, R)\). Among the three core routines of ESPRESSO, REDUCE is arguably the weakest. As a result, methods that allow us to obtain very different reductions would be helpful in the overall ESPRESSO algorithm.

The three routines above are run in an iterative manner until there is no further improvement in solution cost. In that case, we run a LASTGASP routine, which performs maximal reduction of each cube followed by an expansion which attempts to add a few more primes to the cover. If this yields an improvement, then we once again iterate through the REDUCE / EXPAND / IRREDUNDANT steps as before.

4 Our Approach

Our approach uses the ESPRESSO algorithm as the backbone. We run multiple iterations on ESPRESSO, with changing D sets, with the intuition that this will allow us to explore more reductions in the REDUCE step of ESPRESSO. Our method, which we call HYPER, is described in Algorithm 2.

Algorithm 2 HYPER(ε)

\[
(F, D, R) \leftarrow \text{DECODE}(c)
\]
\[
(F, D) \leftarrow \text{ESPRESSO}(F, D)
\]
\[
\text{HYPER, COVER} \leftarrow 0
\]
repeat
\[
D^* = \text{EXTRACT, CUBES}(F)
\]
\[
\text{HYPER, COVER} \leftarrow \text{HYPER, COVER} \cup D^*
\]
\[
(F, D) = \text{ESPRESSO}(F \setminus D^*, D \cup D^*)
\]
until F = 0
\[
\text{return}(\text{HYPER, COVER})
\]

Initially, the HYPER, COVER is initialized to nil. Next, a set of cubes \(D^* = \{c_i\}\) is removed from the cover F and are added to both the don’t care set D as well as the HYPER, COVER. We then call ESPRESSO on the cover \(F = F \setminus D^*\), with the don’t care \(D \leftarrow D \cup D^*\) iteratively until F becomes empty.
More cubes in $D$ results in more and new reductions being explored by ESPRESSO. This allows expand to perform different expansions, yielding better results.

Competing approaches maximally reduce each cube in the $gasp$ step, to be expanded subsequently. The hope is that this exercise yields new primes for ESPRESSO to utilize. In contrast, our approach removes some cubes $D^*$ and never allows them to be reduced in the future. The advantage of this is that the remaining cubes use the cubes $D^*$ in their don’t care, yielding new and more maximal reductions in the $gasp$ step.

Note that our method is orthogonal to any other $gasp$ approaches, and can therefore be used in conjunction with these approaches.

We can vary the number of iterations $p$ of the $HYPER$ algorithm, and also the method of choosing $D^*$. The number of iterations is a user-specified parameter. We have implemented two methods to obtain $D^*$ in each iteration of the $HYPER$ algorithm.

- The first method sorts the $n$ cubes of $F$ in decreasing order of size, and chooses the $k$ largest cubes such that $\left\lceil \frac{n}{k} \right\rceil = p + 1 - i$, where $i$ is the iteration number. The intuition behind this is that the largest cubes, when inserted in $D^*$, are likely to maximize the chances of other cubes being reduced in different ways.

- Another heuristic computes the distance of each cube of $F$ from the remaining cubes using the $cdist()$ routine in ESPRESSO. The cubes of $F$ are sorted in ascending order of the sum of their distances to the remaining cubes. We then select the first $k$ cubes from this sorted list, just as we did for the SIZE heuristic. The intuition behind this heuristic is that a cube which has the lowest total distance to other cubes in the cover is likely to be one which allows the most other cubes to be reduced in different manners than before.

We refer to this as the SIZE heuristic.

We refer to this heuristic as the DISTANCE heuristic.

It is easy to see that for any iteration of our algorithm, $HYPER\_COVER \cup (F \setminus D^*)$ is equivalent to the original function being minimized.

## 5 Variants of HYPER

We have implemented three variants of the HYPER algorithm, all of which utilize the idea described in Section 4.

<table>
<thead>
<tr>
<th>Example</th>
<th># input</th>
<th># output</th>
<th>P</th>
<th>Result</th>
<th>ESPRESSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdk.pla</td>
<td>16</td>
<td>39</td>
<td>2296</td>
<td>GASP</td>
<td>145 1.05</td>
</tr>
<tr>
<td>apla.pla</td>
<td>16</td>
<td>6</td>
<td>2296</td>
<td>GASP</td>
<td>260   0.65</td>
</tr>
<tr>
<td>seq.pla</td>
<td>41</td>
<td>35</td>
<td>1459</td>
<td>GASP</td>
<td>336   0.49</td>
</tr>
<tr>
<td>cpm.pla</td>
<td>24</td>
<td>109</td>
<td>654</td>
<td>IRREDUNDANT</td>
<td>163 0.32</td>
</tr>
<tr>
<td>mpcx3.pla</td>
<td>14</td>
<td>14</td>
<td>157</td>
<td>IRREDUNDANT</td>
<td>690 0.95</td>
</tr>
<tr>
<td>apex2.pla</td>
<td>39</td>
<td>3</td>
<td>1035</td>
<td>REDUCE</td>
<td>50.50 1.3</td>
</tr>
<tr>
<td>cresc.pla</td>
<td>24</td>
<td>2</td>
<td>1285</td>
<td>REDUCE</td>
<td>914 1.57</td>
</tr>
<tr>
<td>apex1.pla</td>
<td>54</td>
<td>50</td>
<td>280</td>
<td>REDUCE</td>
<td>280 0.24</td>
</tr>
<tr>
<td>cc4.pla</td>
<td>128</td>
<td>28</td>
<td>628</td>
<td>REDUCE</td>
<td>279 0.36</td>
</tr>
<tr>
<td>apex5.pla</td>
<td>117</td>
<td>117</td>
<td>1227</td>
<td>REDUCE</td>
<td>1088 3.07</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the Computation Time and Solution Optimality between ESPRESSO and the exact algorithm.

Algorithm 3 $HYPER$-$RED(e)$

\[
(F, D, R) \leftarrow DECODE(e)
\]
\[
F \leftarrow EXPAND(F, R)
\]
\[
F \leftarrow IRREDUNDANT(F, D)
\]
\[
HYPER\_COVER = 0
\]

repeat

repeat

\[
F \leftarrow REDUCE(F, D)
\]
\[
F \leftarrow EXPAND(F, R)
\]
\[
F \leftarrow IRREDUNDANT(F, D)
\]

until not fewer terms in $F$

//LASTGASP

\[
G \leftarrow REDUCE\_GASP(F, D)
\]

\[
G \leftarrow EXPAND(G, R)
\]

\[
F \leftarrow IRREDUNDANT(F + G, D)
\]

//LASTGASP

until $G = 0$

\[
D^* = EXTRACT\_CUBES(F)
\]

\[
HYPER\_COVER \leftarrow HYPER\_COVER \cup D^*
\]

\[
F' = F \setminus D^*
\]

\[
D = D \cup D^*
\]

until $F = 0$

\[
F - HYPER\_COVER
\]

\[
LOWER\_OUTPUT(F, D)
\]

\[
RAISE\_INPUTS(F, R)
\]

\[
error \leftarrow (F_{old} \notin F) \lor (F \notin F_{old} + D)
\]

\[
return(F, error)
\]

5.1 $HYPER$-$BLACK$

In this variant, our implementation most resembles Algorithm 2. The code to compute $D^*$ and make the various ESPRESSO calls is implemented in the ESPRESSO main.c file, outside the main ESPRESSO routine.

5.2 $HYPER$-$RED$

The $HYPER$-$RED$ algorithm implements the computation of $D^*$ within the ESPRESSO routine, as shown in Algorithm 3. The motivating idea behind this variant of our technique is to reduce the run-time overhead by including the $HYPER$ computations within the main ESPRESSO routine. Also, we remove the $ESSENTIAL\_PRIMES$ computation in this case. The algorithm does reduce run-time compared to $HYPER$-$BLACK$, but the results are inferior to $HYPER$-$BLACK$, as described later.
Algorithm 4 HYPER-BLUE(ε)

\[(F, D, R) \leftarrow \text{DECODE}(\varepsilon)\]
\[F \leftarrow \text{EXPAND}(F, R)\]
\[F \leftarrow \text{IRREDUNDANT}(F, D)\]
\[\text{HYPER-COVER} = 0\]
\[E \leftarrow 0\]
repeat
\[E \leftarrow E \cup \text{ESSENTIAL PRIMES}(F, D)\]
\[F \leftarrow F - E; D \leftarrow D + E\]
repeat
\[F \leftarrow \text{REDUCE}(F, D)\]
\[F \leftarrow \text{EXPAND}(F, R)\]
\[F \leftarrow \text{IRREDUNDANT}(F, D)\]
until not fewer terms in F
//LASTGASP
\[G \leftarrow \text{REDUCE-GASP}(F, D)\]
\[G \leftarrow \text{EXPAND}(G, R)\]
\[F \leftarrow \text{IRREDUNDANT}(F + G, D)\]
//LASTGASP
until G = 0
\[D^* = \text{EXTRACT-CUBES}(F)\]
\[\text{HYPER-COVER} \leftarrow \text{HYPER-COVER} \cup D^*\]
\[F \leftarrow F \setminus D^*\]
\[D \leftarrow D \cup D^*\]
until F = 0
\[F \leftarrow \text{HYPER-COVER}\]
\[F \leftarrow F + E; D \leftarrow D - E\]
\[\text{LOWER OUTPUT}(F, D)\]
\[\text{RAISE INPUTS}(F, R)\]
\[\text{error} \leftarrow (F_{\text{add}} \not\subset F) \lor (F \not\subset F_{\text{add}} + D)\]
\[\text{return}(F, \text{error})\]

5.3 HYPER-BLUE

The HYPER-BLUE algorithm also implements the computation of $D^*$ within the ESPRESSO routine. It is described in Algorithm 4. The major difference between this algorithm and the HYPER-RED algorithm is that unlike HYPER-RED, this algorithm extracts essential primes from $F$ during each iteration. This improves run-time over HYPER-BLACK (since the HYPER computations are in the main ESPRESSO routine) and HYPER-BLUE as well (since each iteration requires the manipulation of fewer cubes after essential primes are removed). The results are still inferior to those of HYPER-BLACK, as we will observe in Section 6.

6 Results

We performed several experiments to compare our technique with ESPRESSO. All our code was written in C, within the ESPRESSO source tree. The experiments were run on an IBM IntelliStation running Linux with a 1.7 GHz Pentium-4 CPU and 1 GB of RAM. All run-times include the time required to perform book-keeping of the HYPER-COVER and the computation of $D^*$ in each iteration of our algorithms.

We first ran ESPRESSO and its exact version on a set of 154 examples from the benchmark suite distributed with the ESPRESSO package [6]. For these experiments, we used a timeout of 40 minutes for the exact experiments. From the resulting examples, we removed all examples in which the number of cubes obtained by running ESPRESSO and the exact method were identical. Our algorithms were applied to the remaining 58 examples, to see if the ESPRESSO result could be improved upon, with reasonable run-time penalties.

In our experiments, we used the SIZE and DISTANCE heuristic for each of the HYPER-BLACK, HYPER-BLUE and HYPER-RED variants of our approach. Table 2 represents the comparison of the six methods, for varying number of iterations. In the row labeled max iterations, we extract a single cube into $D^*$ for each iteration. The first column represents the number of iterations, while the next two columns list the number of examples in which the HYPER-BLACK method (with the SIZE heuristic) obtained the best results (column 2) or was tied for the best results (column 3) among all six variants of our algorithm. The next four columns list similar information for the RED and BLUE methods. The last six columns list win and tie information for the DISTANCE heuristic.

Note that the BLACK method typically performs the best, with the most number of wins compared to the RED or BLUE. Also, the SIZE heuristic typically outperforms the DISTANCE heuristic for the BLACK method. The BLACK method with the SIZE heuristic was the best choice (or was tied for best place) in 17 cases for 10 iterations. The RED method is faster than the BLACK method since the HYPER computations are in the main ESPRESSO routine. However RED performs worse than BLACK, since there is a possibility of inserting non-essential cubes in the HYPER-COVER in the RED method (for either the SIZE or DISTANCE heuristic), reducing the quality of results. BLUE is typically faster than RED, since it extracts essential primes in every iteration, reducing the size of the problem solved in each iteration. However, its results are comparable with RED, and inferior to BLACK since the essential primes in the $k^{th}$ iteration are not necessarily essential primes of the original problem.

Table 3 describes the detailed results for the BLACK method, with varying number of iterations and cube selection heuristics. The first column is the circuit being minimized, while the next 4 columns report the run-times (T) and final number of cubes (C) for the ESPRESSO-exact and ESPRESSO respectively. A time in columns 2 and 3 indicates that the exact method did not complete in 40 minutes. Note that the results in columns 2 through 5 may be slightly different in run-times from the similar results in Table 1, since the results of the two tables were generated on different machines. The remaining columns represent the run-times and final number of cubes with varying number of iterations (for the SIZE and DISTANCE heuristics). A "-" in columns 6 through 25 indicates that the corresponding algorithm did not improve on
the results of ESPRESSO, hence results are suppressed for readability. Out of a total of 58 examples, the BLACK algorithm (with either the DISTANCE or SIZE heuristic) showed an improvement over the results of ESPRESSO in 27 cases. 6 of these were instances where ESPRESSO-exact timed out. With 10 iterations, the BLACK method with SIZE heuristic was the best of all 6 methods in 8 instances, with a run-time increase of less than 2x (for examples with reasonable run-times). With the DISTANCE heuristic and 10 iterations, the BLACK method was the leader in 5 instances, with a run-time increase of up to 8x. This is attributed to the computation of distance in each iteration, which is quadratic in the size of the cover. Note that the run-times for examples with a “...” in columns 6 through 25 followed followed a similar trend.

Tables 5 and 4 are similarly organized tables for the RED and BLUE methods respectively. We note that the results reported in these tables are comparable in quality, but both typically inferior to the results of the BLACK method. Run-times of the BLUE method are the least, followed by the RED method. The BLACK method has the largest run-times (and best quality of results).

The BLACK method with the SIZE heuristic and 10 iterations demonstrated a improvement in cover size of between 1 and 26 cubes over ESPRESSO. Significant improvement was demonstrated for ex10/0 (8 cubes), misesx3 (16 cubes), pdc (26 cubes) and test3 (18 cubes). With max iterations, these numbers increase to 14, 24, 36 and 40 cubes respectively, but the run-times are quite high in this case.

Figure 1 describes the run-time of the BLACK method (with the SIZE heuristic and 10 iterations) as a function of the iteration number. Results are shown for 5 examples. Note that the run-times drop off sharply with increasing iteration number. This is because the don’t cares increase with iteration, allowing the iterations to complete much faster. Additionally, the number of REDUCE / EXPAND / IRREDUN-DANT calls decreases with the iteration number as well. The total run-time for 10 iterations is often about 2x the regular ESPRESSO run-time, and occasionally as high as 3x (for medium and larger sized examples).

Given the reasonable run-time increase of the BLACK method with 10 iterations and the SIZE heuristic, we suggest these values for practical use. The application of our technique is in a situation where there is a limit on the number of cubes that we can implement. ESPRESSO minimizes a design, resulting in a higher cube count. ESPRESSO-exact times out on the design. In this case, we invoke our algorithm, with increasing p, with the hope that the minimized design results in fewer cubes than the limit.

7 Conclusion

In this paper, we have demonstrated an algorithm which is designed to bridge the gap in the quality of results obtained by ESPRESSO versus the exact technique. Although ESPRESSO obtains good quality results with very reasonable run-times, it may often be the case that a designer would like to improve the cover size further, with a reasonable increase in run-time.

Our algorithm is designed to iterate on ESPRESSO, with each iteration consisting of the removal of a set of cubes from the on-set. These cubes are appended to a result cover (HYPERCOVER) as well as the don’t care set for subsequent iterations. This allows the REDUCE routine of ESPRESSO to explore more and different cube reductions, resulting in new expansions which can yield improved results. We have implemented 3 flavors of our algorithm (BLACK, BLUE and RED), each with two different heuristics (SIZE and DISTANCE) for cube extraction. We showed that the BLACK algorithm, with the SIZE heuristic and 10 iterations performed best, obtaining the best (or joint best) solution among all 6 variants in 17 out of 27 examples. The cover size reduction obtained by our technique is as high as 18%, with a typical run-time penalty of about 2x compared to ESPRESSO. At least one of our examples yielded better results than ESPRESSO in 27 out of 58 examples.
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Table 3: Detailed results for BLACK algorithm ("-" indicates results not an improvement over ESPRESSO)
<table>
<thead>
<tr>
<th>Ckt</th>
<th>EXACT</th>
<th>ESPRESSO</th>
<th>SIZE</th>
<th>DISTANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
<td>L</td>
<td>C</td>
<td>T</td>
</tr>
<tr>
<td>9cm</td>
<td>0.92</td>
<td>64</td>
<td>0.01</td>
<td>65</td>
</tr>
<tr>
<td>acl3</td>
<td>0.84</td>
<td>56</td>
<td>0.01</td>
<td>56</td>
</tr>
<tr>
<td>aple3</td>
<td>0.96</td>
<td>64</td>
<td>0.01</td>
<td>66</td>
</tr>
<tr>
<td>h12</td>
<td>0.51</td>
<td>47</td>
<td>0.39</td>
<td>49</td>
</tr>
<tr>
<td>b2</td>
<td>0.62</td>
<td>41</td>
<td>0.01</td>
<td>42</td>
</tr>
<tr>
<td>b3</td>
<td>2.05</td>
<td>210</td>
<td>0.1</td>
<td>214</td>
</tr>
<tr>
<td>bto</td>
<td>9.18</td>
<td>117</td>
<td>0.2</td>
<td>119</td>
</tr>
<tr>
<td>clp</td>
<td>0.08</td>
<td>12</td>
<td>0.01</td>
<td>12</td>
</tr>
<tr>
<td>cpx</td>
<td>1.88</td>
<td>152</td>
<td>0.31</td>
<td>153</td>
</tr>
<tr>
<td>dist</td>
<td>0.03</td>
<td>120</td>
<td>0.01</td>
<td>123</td>
</tr>
<tr>
<td>dkg4</td>
<td>0.46</td>
<td>47</td>
<td>0.01</td>
<td>46</td>
</tr>
<tr>
<td>cx1010</td>
<td>1.03</td>
<td>1024</td>
<td>0.01</td>
<td>1024</td>
</tr>
<tr>
<td>cx4</td>
<td>0.12</td>
<td>279</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cx5</td>
<td>0.09</td>
<td>74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp</td>
<td>0.16</td>
<td>106</td>
<td>0.01</td>
<td>109</td>
</tr>
<tr>
<td>exp1</td>
<td>0.03</td>
<td>56</td>
<td>0.01</td>
<td>57</td>
</tr>
<tr>
<td>exp2</td>
<td>0.21</td>
<td>122</td>
<td>0.1</td>
<td>123</td>
</tr>
<tr>
<td>flim</td>
<td>0.04</td>
<td>76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fom</td>
<td>0.09</td>
<td>173</td>
<td></td>
<td></td>
</tr>
<tr>
<td>m1</td>
<td>0.26</td>
<td>104</td>
<td>0.01</td>
<td>106</td>
</tr>
<tr>
<td>m2</td>
<td>0.08</td>
<td>131</td>
<td>0.01</td>
<td>136</td>
</tr>
<tr>
<td>m3</td>
<td>2.46</td>
<td>211</td>
<td>0.01</td>
<td>212</td>
</tr>
<tr>
<td>mlc</td>
<td>0.09</td>
<td>29</td>
<td>0.01</td>
<td>30</td>
</tr>
<tr>
<td>mlmd</td>
<td>0.94</td>
<td>669</td>
<td>0.01</td>
<td>653</td>
</tr>
<tr>
<td>lbp</td>
<td>0.03</td>
<td>112</td>
<td>0.01</td>
<td>122</td>
</tr>
<tr>
<td>lmc</td>
<td>0.03</td>
<td>26</td>
<td>0.01</td>
<td>27</td>
</tr>
<tr>
<td>m4</td>
<td>0.15</td>
<td>104</td>
<td>0.01</td>
<td>106</td>
</tr>
<tr>
<td>mainpl</td>
<td>0.09</td>
<td>172</td>
<td></td>
<td></td>
</tr>
<tr>
<td>max1</td>
<td>0.11</td>
<td>75</td>
<td>0.01</td>
<td>78</td>
</tr>
<tr>
<td>max12</td>
<td>0.13</td>
<td>145</td>
<td>0.1</td>
<td>144</td>
</tr>
<tr>
<td>max15</td>
<td>0.14</td>
<td>145</td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>0.09</td>
<td>696</td>
<td>0.01</td>
<td>689</td>
</tr>
<tr>
<td>misogyn</td>
<td>0.01</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mish</td>
<td>0.02</td>
<td>82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>msth</td>
<td>0.01</td>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mp4</td>
<td>0.02</td>
<td>124</td>
<td>0.05</td>
<td>128</td>
</tr>
<tr>
<td>mp10</td>
<td>0.37</td>
<td>59</td>
<td>0.02</td>
<td>51</td>
</tr>
<tr>
<td>mpa</td>
<td>0.13</td>
<td>77</td>
<td>0.06</td>
<td>79</td>
</tr>
<tr>
<td>mpc</td>
<td>0.13</td>
<td>197</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mpc2</td>
<td>0.42</td>
<td>128</td>
<td>0.05</td>
<td>128</td>
</tr>
<tr>
<td>mpd</td>
<td>0.37</td>
<td>59</td>
<td>0.02</td>
<td>51</td>
</tr>
<tr>
<td>mpe</td>
<td>0.09</td>
<td>28</td>
<td>0.01</td>
<td>28</td>
</tr>
<tr>
<td>seq</td>
<td>0.38</td>
<td>288</td>
<td>0.01</td>
<td>290</td>
</tr>
<tr>
<td>soar</td>
<td>0.01</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sqid</td>
<td>3.84</td>
<td>266</td>
<td>0.05</td>
<td>266</td>
</tr>
<tr>
<td>spid</td>
<td>0.05</td>
<td>49</td>
<td>0.01</td>
<td>49</td>
</tr>
<tr>
<td>t7</td>
<td>0.82</td>
<td>106</td>
<td>0.01</td>
<td>106</td>
</tr>
<tr>
<td>tex4</td>
<td>0.17</td>
<td>541</td>
<td>0.1</td>
<td>543</td>
</tr>
<tr>
<td>t7n</td>
<td>0.36</td>
<td>214</td>
<td>0.01</td>
<td>214</td>
</tr>
<tr>
<td>t8dn</td>
<td>0.09</td>
<td>104</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t9</td>
<td>0.09</td>
<td>82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t9dn</td>
<td>0.49</td>
<td>688</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Detailed results for BLUE algorithm ("--" indicates results not an improvement over ESPRESSO)
Table 5: Detailed results for RED algorithm ("-" indicates results not an improvement over ESPRESSO)