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Abstract—In this paper we propose a novel performance index and a multi-layered information structure for monitoring potential quasi-static voltage problems in electrical power systems. The proposed performance index is based on the sensitivity of the smallest singular value of the power flow Jacobian matrix with respect to the corresponding system load level. This performance index is computed at different levels of system aggregation/decomposition, which we define as a “multi-layered information structure”. This information structure requires little or no information exchange among decomposed subsystems. Moreover, it can be seamlessly implemented in today’s horizontally decomposed interconnections. Two multi-control-area systems are used to illustrate the proposed performance index and information structure.

Index Terms—matrix decomposition, power system monitoring, singular value decomposition.

I. INTRODUCTION

THIS paper is motivated by the need for a systematic framework to monitor and control stressed complex power system. As new technical, regulatory and economic drivers emerge in the electric power industry, no such comprehensive framework has been implemented to meet pre-specified performance benchmarks over broad ranges of operating conditions. During abnormal conditions, like the August 2003 blackout, problems are two-fold: (a) for individual controller’s logic design, there is a lack of adaptiveness over a broad range of operating conditions; and, (b) for system-wide operation, there is a lack of situational awareness of system’s deviations outside of normal ranges [1].

The objective of this paper is to address the problem (b) above in the context of assessing quasi-static voltage stability.

The problem (a) has been studied elsewhere, for example, local feedback design of individual controllers is addressed in [2] and adaptive voltage control schemes in [3]. These papers show that it is generally not sufficient to entirely rely on local voltage control logic, regardless of how advanced the control logic is. In other words, to make system-wide behavior more adaptive, online information is needed to detect when a system is outside of normal operating ranges. Typical information needed about a system is the minimum singular value of the system Jacobian [3, 4].

Both problems (a) and (b) effectively lead to the same key question concerning the minimum information exchange and system decomposition (information structure) for identifying abnormal system conditions, voltage problems, in particular. Implied in this question is the need for a structured approach to defining the information communication which guarantees adequate performance of voltage controllers over a wide range of operating conditions. Because of the communication cost constraints in terms of data gathering and processing, and the administrative boundary barriers, it is most desirable to limit communication, or be decentralized as much as possible.

The main contribution of this work is the potential of communicating quasi-static information for assessing voltage and reactive power status in a decentralized way. To explain the type of online problems which could be controlled by using only quasi-static methods described in this paper, we consider the system changes which gradually lead to degradation of relevant performance of the system. Such changes include (1) real and/or reactive power loading change and (2) loss of controllability caused by the saturation of key voltage controllers, such as overexcitation limiters.

The basic idea of this work is that it could be possible to detect gradual voltage degradation due to loss of some of voltage controllers prior to the ultimate voltage collapse at early stages of major blackouts. If necessary communication and adaptive control logic exists, the remaining controllers could be more effective and ultimate dynamic problems could

---

1 Truly dynamic problems are unlikely to rely on control logic beyond local. The methods described in this paper and elsewhere require information and computation beyond what is doable before the system enters dynamic voltage collapse regime.

2 In power flow calculations this is sometimes referred to as a PV bus becoming a PQ bus.
often be avoided.

The remainder of this paper is organized as follows. In the next section the mathematical model underlying the normal power system condition is revisited. Currently used performance index (PI) for monitoring quasi-static voltage problem is explained and its limitations discussed. In Section III, the proposed PI and information structure are introduced. The multi-layered information structure specifies the method of system aggregation/decomposition which is a combination of two decomposition methods: overlapping decomposition and epsilon decomposition. The first method is based on the system decomposition into administrative control areas. The second method uses the so-called “ε-decomposition” method to decompose an interconnection into subsystems based on the weak coupling. In Section IV, the proposed PI and information structure are illustrated in two systems. Finally in Section V, conclusions are given and future work is suggested.

II. BACKGROUND

Large-scale power interconnections are one of the most complex man-made systems. Voltage stability is concerned with the ability of a power system to maintain acceptable voltage levels at all buses in the system [5], [6]. In order to understand the temporal and spatial interdependencies in a large-scale power system, it is necessary to understand the basic models and assumptions underlying the operation during normal conditions. In [1], a structure-based general model containing a set of coupled differential and algebraic equations (DAE) was presented to describe the current hierarchical control scheme. Without loss of generality, we consider an interconnected power system shown in Fig. 1. This represents two interconnected administrative regions. The loads are assumed not to have significant inertia, thus they are modeled as static sinks of pre-specified real and reactive power. We assume that there are automatic voltage regulators and governor-turbine-generators controlling the generator dynamics. A generalized form of a closed-loop controlled generator can be modeled as:

\[
\dot{x}^P_{LC,j} = f^P_{LC,j}(x^P_{LC,j}, y^P_{LC,j}, y^P_{*\text{ref}}, p^*_{LC,j})
\]

where \( x^P_{LC,j} \) are the state variables defining the system dynamics, \( y^P_{LC,j} \) are the local coupling variables through which local dynamics of generator \( j \) interact with the rest of the system, \( y^P_{*\text{ref}} \) are the nominal set points for the coupling variables, and \( p^*_{LC,j} \) are the parameters of a generator \( j \).

Fig. 1. One line diagram for interconnected 5-bus system.

The balance of real and reactive power at each instant of time is the network constraint. In terms of nodal equations, these constraints require the complex-valued power into the network \( \hat{S}^N \) to be equal to the complex valued power \( \hat{S} \) injected into each node.

\[
\hat{S}^N = \text{diag}(\hat{V})\hat{V}_{bus}(\hat{V}^*)
\]

where \( \hat{V} \) is the unknown complex node voltage vector, \( \hat{V}_{bus} \) is the network nodal admittance matrix.

Combining the closed-loop dynamics of all generators inside the control area (1) with the network flow constraints (2), generally results in a coupled set of nonlinear DAEs of the form:

\[
\dot{x} = f(x, y, y^{ref}, p, d) \quad x(0) = x_0
\]

\[
0 = g(x, y, y^{ref}, p, d)
\]

where \( x \) are state variables defining the system dynamics of all system components and \( y \) are coupling variables in the transmission lines. \( p \) represent the system parameters such as forecast demand, damping of power plants, etc. The system disturbances are represented by vector \( d \).

This model is a generalized description of the dynamics of an interconnected power system. It is of very high order for a typical control area or region. Because it is difficult to formalize control design for dynamic systems characterized as DAE models, current control designs first simplify the DAE model to a set of nonlinear ordinary differential equations (ODEs) [7]. One of the main assumptions for this simplification is the nonsingularity of matrix \( J_z(g) \), where

\[
J_z = \begin{bmatrix}
\frac{\partial P_i}{\partial \theta_L} & \frac{\partial P_i}{\partial V_L} \\
\frac{\partial Q_i}{\partial \theta_L} & \frac{\partial Q_i}{\partial V_L}
\end{bmatrix}
\]

\( P_i \) and \( Q_i \) represent the real and reactive power absorbed at load buses. \( \theta_L \) and \( V_L \) refer to the phase angle and voltage magnitude at load buses.

A nonsingular matrix \( J_z \) reflects that, having specified real and reactive power load demand, one could compute the voltage magnitudes and angles at load buses. A nonsingular matrix \( J_z \) is a necessary condition for the DAE model to be converted to ODE model, under which current hierarchical control is designed. Further more, the resulting ODE model of the form (3) is obtained by solving (4) for \( y \) in terms of \( x \), and (3) takes on the form of ODE. System \( S \) is quasi-static when \( \dot{x} \equiv 0 \) . It is known that under some modeling assumptions, the function \( f(x, y, y^{ref}, p, d) \) has the same form analogous to the complex power flow solutions [7].
The sensitivity of the quasi-static power flow solution with respect to changes in system state is defined as Jacobian matrix \( J(f, g) \)
\[
J = \begin{bmatrix}
\frac{\partial f}{\partial x} \\
\frac{\partial g}{\partial x}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial P}{\partial \theta} & \frac{\partial P}{\partial V} \\
\frac{\partial Q}{\partial \theta} & \frac{\partial Q}{\partial V}
\end{bmatrix}
\]
where \( V \) is voltage magnitude vector whose voltage is not directly controlled (loads, in particular). \( \theta \) is the vector of voltage phase angle of all but slack bus. There exists rich literature concerning the role and properties of power flow Jacobian matrix \( J \) in relation to the possible potential quasi-static voltage problems. In practice, \( J \) and \( J_2 \) can be used interchangeably to analyze the quasi-static voltage stability [1]. This is the starting model for the analysis in this paper.

There are two approaches in monitoring potential voltage problems: quasi-static (steady-state) approach and dynamic approach. While the dynamic approach takes the ODE model described above into computer-aided simulation, the quasi-static approach analyzes the proximity to voltage instability. Because of the time-consuming constraints and massive amount of data required for the dynamic analysis, the quasi-static voltage analysis is usually adopted in the current industry practice. A number of voltage stability indices were proposed in [8]. The smallest singular value of the power flow Jacobian matrix is widely used as a practical tool to determine the “distance” to quasi-static voltage collapse. The closeness of such value to zero can indicate the distance from the quasi-static voltage limit. This analysis still requires measurements from the entire system. However, due to the industry deregulation, it is necessary to implement a decentralized performance index to monitor the quasi-static voltage problem.

III. PROPOSED PERFORMANCE INDEX AND INFORMATION STRUCTURE

A. Proposed Performance Index (PI)

Based on previous discussion, we propose a novel PI which can be defined as following:

Let \( \sigma_{max} \) be the smallest singular value of matrix \( J_{ac} \).

Let \( P_0 = \sum_i P_0(i) \), where \( P_0(i) \) is the net input of real power from generator \( i \) into the system.

Let \( Q_0 = \sum_i Q_0(i) \), where \( Q_0(i) \) is the net input of reactive power from generator \( i \) into the network.

Let \( S_0 = \sqrt{P_0^2 + Q_0^2} \), where \( S_0 \) represents the overall load level of the whole interconnection. Define PI as

\[
PI = \left| \frac{\partial \sigma_{max}}{\partial S_0} \right|
\]

If \( PI<T \), where \( T \) is the pre-specified threshold for the quasi-stationary voltage stability, the network is under normal operating condition. Otherwise if \( PI \geq T \), the system is outside normal operating conditions. \( T \) is system dependent obtained through offline studies [9]. This proposed PI can be applied to decomposed sub groups (i.e. \( J_{ac} \)), with little or no information exchange among the sub groups. In the next subsection, two network decomposition methods are explained.

B. Possible Decomposition Methods

1) Overlapping Decomposition

The existing power system interconnection is horizontally structured into a number of control areas. These control areas form the administrative boundaries. Each control area monitors and controls the power network within its boundary, while the neighboring control areas are interconnected via tie-lines. The administrative boundaries make it difficult for a control area to collect information outside its boundaries. Overlapping decomposition is based on the concept that each control area collects most of information (bus voltage magnitude, phase angle, real/reactive power flow) within its boundaries and exchanges with other areas as little information as possible. The information that is exchanged among control areas is the tie-line bus voltage magnitude and phase angle. The algorithm can be described as follows:

Let

\[ A = \{ \text{set of areas} \} = \{ a_1, a_2, ..., a_M \}, \]

where \( M \) is the total number of administrative areas;

\[ B = \{ \text{set of buses} \} = \{ b_1, b_2, ..., b_N \}, \]

where \( N \) is the total number of buses (nodes);

\[ A_i = \{ \text{set of buses in area } a_i \}; \]

\[ \{ a_1, a_2, ..., a_M \} \]

is a disjoint partition of \( B \), i.e.,

\[ A_i \cap A_j = \emptyset \quad \text{if } i \neq j \quad \bigcup_{i=1}^{M} A_i = B; \]

\[ T = \{ \text{set of buses that are directly connected to area } i \text{ but outside of area } i \}; \]

The system Jacobian matrix model can be partitioned as

\[
\begin{bmatrix}
\Delta S_1 \\
\Delta S_2 \\
\Delta S_3 \\
\vdots \\
\Delta S_M
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial \Delta S_1}{\partial \Delta t_1} & \frac{\partial \Delta S_1}{\partial \Delta t_2} & \cdots & \frac{\partial \Delta S_1}{\partial \Delta t_M} \\
\frac{\partial \Delta S_2}{\partial \Delta t_1} & \frac{\partial \Delta S_2}{\partial \Delta t_2} & \cdots & \frac{\partial \Delta S_2}{\partial \Delta t_M} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \Delta S_M}{\partial \Delta t_1} & \frac{\partial \Delta S_M}{\partial \Delta t_2} & \cdots & \frac{\partial \Delta S_M}{\partial \Delta t_M}
\end{bmatrix}
\begin{bmatrix}
\Delta t_1 \\
\Delta t_2 \\
\Delta t_3 \\
\vdots \\
\Delta t_M
\end{bmatrix}
\]

Here, \( \Delta S_i \) refers to \( \Delta P_i \) and \( \Delta Q_i \). \( \Delta t_i \) refers to \( \Delta \theta_i \) and \( \Delta V_i \).

The overlapping decomposition partitions the entire system model into \( M \) subsystems. Tie-line buses are overlapped in neighboring sub-groups.

\[
\Delta S_i =
\begin{bmatrix}
\frac{\partial \Delta S_i}{\partial \Delta t_{u_i}} & \frac{\partial \Delta S_i}{\partial \Delta t_{v_i}} & \cdots & \frac{\partial \Delta S_i}{\partial \Delta t_{u_M}} \\
\frac{\partial \Delta S_i}{\partial \Delta t_{r_i}} & \frac{\partial \Delta S_i}{\partial \Delta t_{v_i}} & \cdots & \frac{\partial \Delta S_i}{\partial \Delta t_{r_M}}
\end{bmatrix}
\begin{bmatrix}
\Delta t_{u_i} \\
\Delta t_{v_i} \\
\Delta t_{r_i} \\
\Delta t_{v_i}
\end{bmatrix}
\]

where \( i = 1, 2, ..., M \). \( \Delta t_{u_i} \) stands for the \( \Delta \theta_i \), \( \Delta V_i \) for buses in set \( A_i \), and \( \Delta t_{r_i} \) stands for the \( \Delta \theta_i \), \( \Delta V_i \) for buses in set \( T \).

In words, the overlapping decomposition takes buses within an area and buses directly connected to this area to form the sub-system’s block Jacobian matrix.

Centralized power flow Jacobian is composed of four blocks (6). \( \Delta P/\Delta \theta \) and \( \Delta Q/\Delta V \) can be individually partitioned using the overlapping decomposition. Equation (10) is a mathematical representation of overlapping decomposition for a two-area \( J_{OV} \) submatrix. Subscripts \( a \) and \( b \) correspond to nodes inside control area \( a \) and \( b \), respectively. Subscript \( T \)

\[1\] In principle, the information structures and performance index introduced in this paper can be applied without requiring the \( P-Q \) decoupling. However, some of the qualitative properties may change significantly for the coupled \( P-Q \) model. We are currently pursuing research on this.
represents the nodes which are connected by tie-lines.

\[
\begin{bmatrix}
\frac{\partial Q_a}{\partial V_a} & \frac{\partial Q_a}{\partial V_r} & 0 & 0 \\
\frac{\partial Q_r}{\partial V_a} & \frac{\partial Q_r}{\partial V_r} & 0 & 0 \\
\frac{\partial Q_s}{\partial V_a} & 0 & \frac{\partial Q_s}{\partial V_r} & 0 \\
0 & 0 & \frac{\partial Q_s}{\partial V_r} & \frac{\partial Q_b}{\partial V_r} \\
\end{bmatrix}
\begin{bmatrix}
\Delta V_a \\
\Delta V_r \\
\Delta V_r \\
\Delta V_r \\
\end{bmatrix}
= 
\begin{bmatrix}
\Delta Q_a \\
\Delta Q_r \\
0 \\
0 \\
\end{bmatrix}
\] (10)

2) Epsilon (ε) Decomposition

ε-decomposition method [10] is a clustering algorithm that decomposes a large interconnected system into several disjoint sub-groups. Algebraically, for any given matrix A, all the entries that are less than the given threshold ε will be approximated by zero. Then the matrix A can be permuted to be a block diagonal matrix. Each block corresponds to a sub-group. Equation (11) demonstrates the principle of ε-decomposition. A nice property of ε-decomposition is that decomposition results for different thresholds are nested. Namely, for the same matrix A, if \(|\varepsilon_1| < |\varepsilon_2| < \cdots < |\varepsilon_n|\), the decomposition result for \(\varepsilon_2\) is always nested in the result for \(\varepsilon_1\). This property provides the flexibility of choosing series of thresholds \(|\varepsilon_1| < |\varepsilon_2| < \cdots < |\varepsilon_n|\) for multi-layered decomposition while not requiring significant increase of computational complexity for introducing more than one threshold.

\[
\begin{bmatrix}
3.0 & 0.4 & 0.2 \\
1.3 & 2.0 & 0.2 \\
0.1 & 0.3 & 5.0 \\
\end{bmatrix}
\times \varepsilon = 0.5
\begin{bmatrix}
3.0 \\
1.3 \\
0 \\
\end{bmatrix}
\begin{bmatrix}
0.4 \\
2.0 \\
0 \\
\end{bmatrix}
\begin{bmatrix}
0.2 \\
0 \\
5.0 \\
\end{bmatrix}
\] (11)

C. Multi-layer Information Structure

The desired property of an online monitoring framework is that the communication structure be implemented seamlessly under the present hierarchical industry organization. We propose a multi-layered information structure which combines the advantages from both decomposition methods. Fig. 2 shows the conceptual framework of the proposed information structure. Overlapping decomposition is applied to the top layer based on the administrative control areas4. At the middle layer, the epsilon decomposition is applied to decompose each control area’s Jacobian submatrix into disjointed subgroups. As explained in the previous subsection, the nested property of epsilon decomposition enables series of decomposition levels without too much increase of computational complexity. Our proposed PI is computed at each layer, indicating the severeness of system load level in a bottom-up fashion. The benchmarks for PI in each subgroup indicating the abnormal load conditions are obtained from offline simulation and training [9].

Each decomposed subgroup contains critical information to monitor the quasi-static voltage conditions in the corresponding area. Higher layer contains more information about the whole system, but is generally more computationally complex. One of the open questions is up to what level of decentralization the quasi-static voltage monitoring can be effective. In the next section, two multi-control-area examples are used to illustrate our PI under such multi-layered information structure.

IV. ILLUSTRATION ON TWO SYSTEMS

A. 7-Bus System

Fig. 3 shows a seven-bus system. The dotted line separates three administrative areas. They are connected with each other via tie lines. In the simulation, all the lines are considered to be lossless, and load level is uniformly increased at all buses until quasi-static voltage collapse, i.e. the power flow equations do not have solutions. In this case, none of the generators reached reactive output limit.

Fig. 4 demonstrates the minimum singular value (currently frequently used PI) of the system Jacobian matrix, as well as the minimum singular value for block submatrices of \(J_{QV}\) resulted from overlapping decomposition corresponding to three control areas. The following are the observations: (1) when the system is close to quasi-static voltage collapse, the minimum singular value of the load flow Jacobian is close to zero. In other words, the currently frequently used PI is effective for centralized scheme; (2) by simply looking at the decomposed submatrices’ minimum singular value, one can not tell if the system is close to collapse, namely, the

---

4 It is generally more difficult for a control area to gather information outside its administrative boundary. After deregulation, such difficulty seems more significant.
minimum singular value is not an appropriate PI for decentralized monitoring quasi-static voltage problem. However, the “slopes” of the four subplots show qualitatively different values as the system approaches stressed load level. In other words, the proposed PI is capable of detecting stressed system load conditions at control-area level. Table I lists the proposed PI numerical values for the overlapping decomposed control areas’ submatrices. For this particular example, control area I, II and III can all use 10.0 as the threshold of the proposed PI to indicate system stressed load level.

Moreover, for each control area’s overlapping decomposed submatrices, nested epsilon decomposition is applied. In this example, there is only one load bus corresponding to each control area. So, the next step towards decentralization is at individual bus level. Table II shows the values of proposed PIs at local level for three load buses when the load level gradually increases until collapse. Our proposed PI, although not showing as significant changes as in Table I, still demonstrates qualitatively different values in stressed load level (load level=3.9) compared with normal load level. Therefore, in this particular example, the proposed PI can indicate the stressed load level even at the very bottom layer of the information structure, i.e., at load bus level.

**B. IEEE Reliability Test System (73 Buses)**

IEEE Reliability Test System (RTS-1996) is developed primarily for power system reliability evaluation methodology [12]. We use this 73-bus, three-control-area network, as our second test bed. Fig. 5 shows the sketch of RTS-1996 system. In contrast with the system-wide load level increase in the previous example, we focus on the quasi-static voltage problem related with local load increase. Load level at bus #308 in control area III is increased and the neighboring generator at bus #307 is balancing the incremental real power until the power flow equation fails to converge.

During this process, two generators’ reactive power output limits were reached, indicating certain loss of controllability of these two generators’ (Bus# 307 and #313) output voltages. Such event is manifested by the increase of dimension by two for the power flow Jacobian matrix.

![Fig. 5. IEEE RTS-1996 system sketch](image)

Fig. 6 demonstrates the PI currently used at system and control-area levels as the load increases until voltage collapse. For centralized system Jacobian, minimum singular value indicates the proximity of quasi-static limit in an effective way. However, simply computing the value of minimum singular value of submatrix at control area level does not provide much information about system conditions. Our proposed PI, on the other hand, can do so at the control-area level because subplot (d) in Fig. 6 shows qualitative slope change when the system is close to the stressed load conditions. The proposed PI functions effectively at the decentralized control area level. Moreover, the qualitative slope change in (d) coincides with the loss of controllability (sample points 5 and 8).

Besides the overlapping decomposition at control-area level, the authors explore further how effective the proposed “decentralized” PI can be. Nested epsilon decomposition with series of ε is applied to submatrix of J_QV corresponding to area III, since this experiment is concerned with a local problem within this area. Fig. 7 below shows the effectiveness of PI at different levels of decentralization. From bottom up, three curves correspond to overlapping decomposed J_QV in area III, largest submatrix resulting from epsilon decomposition of J_QV_AreaIII and local bus εQ/εV at node #308, respectively. The sharpest slope change corresponds to the control-area layer. The middle curve that results from epsilon decomposition of J_QV corresponds to 6 nodes around bus #308. Only requiring the

---

**TABLE I: PROPOSED PIS FOR SYSTEM JACOBIAN AND OVERLAPPING DECOMPOSED QV SUBMATRICES**

<table>
<thead>
<tr>
<th>Normalized Load Level (S_0)</th>
<th>1.0</th>
<th>1.5</th>
<th>3.0</th>
<th>3.6</th>
<th>3.9</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PI (J) (centralized)</strong></td>
<td>1.0</td>
<td>0.9</td>
<td>0.5</td>
<td>1.5</td>
<td>7.3</td>
</tr>
<tr>
<td><strong>PI (εQ/εV) (area I)</strong></td>
<td>1.0</td>
<td>0.8</td>
<td>2.1</td>
<td>4.2</td>
<td>10.7</td>
</tr>
<tr>
<td><strong>PI (εQ/εV) (area II)</strong></td>
<td>1.0</td>
<td>1.5</td>
<td>4.0</td>
<td>8.0</td>
<td>15.3</td>
</tr>
<tr>
<td><strong>PI (εQ/εV) (area III)</strong></td>
<td>1.0</td>
<td>1.7</td>
<td>4.6</td>
<td>9.2</td>
<td>17.3</td>
</tr>
</tbody>
</table>

**TABLE II: PIS FOR EPSILON DECOMPOSED QV SUBMATRICES IN EACH CONTROL AREA**

<table>
<thead>
<tr>
<th>Normalized Load Level (S_0)</th>
<th>1.0</th>
<th>1.5</th>
<th>3.0</th>
<th>3.6</th>
<th>3.9</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PI (εQ/εV) (L1, area I)</strong></td>
<td>1.0</td>
<td>2.0</td>
<td>2.0</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td><strong>PI (εQ/εV) (L2, area II)</strong></td>
<td>1.0</td>
<td>1.7</td>
<td>2.7</td>
<td>5.3</td>
<td>8.0</td>
</tr>
<tr>
<td><strong>PI (εQ/εV) (L3, area III)</strong></td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>

---
singular value decomposition of $6\times6$ matrices, the middle curve can still indicate the load severity fairly effectively when the system is stressed. Further decomposed, the top curve shows the numerical value of $\frac{\partial Q}{\partial V}$ at bus #308. Although the top curve slightly changes its slope as the system comes close to collapse, the indication of whether the system is stressed or not becomes more ambiguous. The implication is that the more decentralized the less effective the proposed PI is. There is a tradeoff between the level of decentralization and the effectiveness of the proposed PI.

The performance indices computed from the two decomposition methods at control-area level are also compared. For the 7-bus system, Table I and II are the PIs calculated using overlapping and epsilon decomposition, respectively. Both PIs can qualitatively estimate the severeness of the load level, while the PIs from the overlapping decomposition change more significantly. For the RTS-1996 system, Table V shows the PIs for area III when we apply control-area overlapping and epsilon decomposition. Both PIs have similar numerical values when the system is close to the quasi-static voltage stability limit (when $S_0=4.0$). However, the control-area overlapping decomposition indicates a qualitative different value when $S_0=5.2$, which is due to the event that PV bus #313 reaches the reactive power output limit. Such event is not observed by the PI resulted from epsilon decomposition.

C. Discussion of the control-area decomposition method

In [13] we explored the two decomposition methods individually. In this paper, we introduce an information flow structure which is the combination of the two decomposition methods. The difference is mainly at the control-area level. It is worthwhile to compare the difference between (1) control-area-based overlapping decomposition and (2) epsilon decomposition with a choice of $\varepsilon$ such that the result is as close as possible to the control-area-partition.

Table III and IV show the comparison of these two approaches for the 7-bus system and RTS system, respectively. One of the main differences is that the epsilon decomposition is a disjoint partition of a system, while the overlapping decomposition includes tie-line nodes in both neighboring areas’ submatrices. The advantage of doing overlapping decomposition at control-area level is that by incorporating the tie-line information, each control area has the critical information about the impact from the neighboring areas.

Fig. 6. Minimum singular value of IEEE RTS-1996 system load Jacobian, and overlapping decomposed $J_{QV}$ in area I, II and III, respectively.

![Fig. 6](image)

Fig. 7. Effectiveness of PIs at different layers of $J_{QV}$ decomposition.

![Fig. 7](image)

### TABLE III
CONTROL-AREA LAYER DECOMPOSITION FOR 7-BUS SYSTEM

<table>
<thead>
<tr>
<th>Overlapping Decomposition for $J_{QV}$</th>
<th>Epsilon Decomposition for $J_{QV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${L1, L2}$</td>
<td>${L1}$</td>
</tr>
<tr>
<td>${L1, L2, L3}$</td>
<td>${L2}$</td>
</tr>
<tr>
<td>${L2, L3}$</td>
<td>${L3}$</td>
</tr>
</tbody>
</table>

### TABLE IV
CONTROL-AREA LAYER DECOMPOSITION FOR RTS SYSTEM

<table>
<thead>
<tr>
<th>Overlapping Decomposition for $J_{QV}$</th>
<th>Epsilon Decomposition for $J_{QV}$</th>
</tr>
</thead>
</table>

### TABLE V
PERFORMANCE INDEX FOR RTS SYSTEM IN CONTROL-AREA LAYER

<table>
<thead>
<tr>
<th>Normalized Load Level ($S_0$)</th>
<th>PI_OD (area III)</th>
<th>PI_ED (area III)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2.0</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>3.0</td>
<td>1.3</td>
<td>1.6</td>
</tr>
<tr>
<td>4.0</td>
<td>7.1</td>
<td>2.5</td>
</tr>
<tr>
<td>5.0</td>
<td>2.2</td>
<td>5.0</td>
</tr>
<tr>
<td>5.2</td>
<td>81.5</td>
<td>82.7</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

A novel performance index is proposed to show the potential of online monitoring of quasi-static voltage problem in a decentralized way. Such performance index, which is based on the sensitivity of minimum singular value of the load flow Jacobian matrix with respect to the corresponding...
system load level, can qualitatively estimate the closeness to the quasi-static voltage stability limit of an interconnected power system. A multi-layered information structure, which combines the control-area based overlapping decomposition and nested epsilon decomposition, is introduced to specify the computation of PI at different levels of system decomposition. At control-area layer, overlapping decomposition is used to decompose the interconnection, requiring only tie-line information exchange among administrative control areas. At lower layers, the epsilon decomposition is used. Such combination takes the “administrative barrier” into consideration while offering a flexible level of decentralization. Therefore, it can be seamlessly incorporated in today’s horizontally partitioned industry structure.

Two multi-control-area systems are used to illustrate the proposed performance index and the multi-layered information structure. The conclusions are that our proposed PI detects the quasi-static load severity in a decentralized way, both for system-wide and local problems. The PI is less effective at lower layers, which corresponds to more decentralized levels. However, it is computationally more difficult to obtain the PI at higher layers. Such observation reveals the tradeoff between the level of decentralization and the effectiveness of the PI for indicating potential quasi-static voltage problems.

However, the question of how to analytically decide the level of aggregation/decomposition to guarantee the performance of such proposed index still remains open. Another aspect of further research is to investigate the general applicability of the proposed PI.
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